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PART V

GROUP LIVING:
COOPERATION AND
CONFLICT

DAVID M. BUSS and DANIEL CONROY-BEAM

groups defines a key mode of human existence. Groups contain a bounty of

resources critical to survival and reproduction. They afford safety and
protection from predators and from other humans. They are populated with potential
friends for mutually beneficial social exchange. They contain reproductively valuable
mates. And they are inhabited with kin, precious carriers of our genetic cargo, from
whom we can receive aid and in whom we can invest. At the same time, group living
intensifies competition over precisely those reproductively relevant resources, creat-
ing sources of conflict not faced by more solitary creatures. The chapters in this part
describe many of the complexities of the evolutionary psychology of group living,
focusing on cooperation and conflict.

In Chapter 25, Leda Cosmides and John Tooby provide a comprehensive review of
the extensive body of research, much of it conducted by them and their students, on
neurocognitive adaptations for social exchange. They elucidate the many design
features that such adaptations theoretically should possess and provide compelling
arguments that domain-general mechanisms cannot achieve the specific outcomes
needed for successful social exchange. They review competing theories to explain the
content effects on the Wason selection task and marshal empirical evidence relevant to
adjudicating among those theories. In a display of the sort of methodological plural-
ism advocated by Simpson and Campbell (Chapter 3, this Handbook, Volume 1),
Cosmides and Tooby describe cross-cultural studies, studies using traditional meth-
ods of cognitive psychology, and studies using neurocognitive techniques.

Martin Daly’s chapter (Chapter 26) on interpersonal violence and homicide begins
by articulating an evolutionary perspective on conflicts of reproductive interests—a
long-standing ingenious strategy pioneered by Daly and his long-time collaborator
Margo Wilson. Next, he articulates the rationale for using violence and homicides as
assays of social conflicts. Thus, Daly’s focus is not so much in explaining violence per
se, although key insights into violence do indeed emerge. Rather, his central aim is to

I I OMO SAPIENS HAS been called “the social animal” for a good reason. Living in
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622 Grour LivING: COOPERATION AND CONFLICT

exploit patterns of violence to reveal underlying conflicts of evolutionary interests that
occur between individuals when they live in groups. He deploys this strategy to make
novel scientific discoveries. Kin, for example, who typically have a greater confluence
of interest compared to unrelated individuals, display much less violence toward each
other, despite the fact that they interact more frequently. Intimate mates, to take
another example, can have converging genetic interests, as when they have mutually
produced offspring. But conflicts of interest emerge from at least six sources, such as
temptations for genetic cuckoldry, temptations to trade up, relationship defection, and
channeling pooled resources toward one set of kin at the expense of another (see also
Conroy-Beam, Goetz, & Buss, 2015). Violence is more common precisely when these
conflicts of interest emerge in intimate mateships.

Anne Campbell’s chapter (Chapter 27) provides an overview of theory and research
on women'’s competition and aggression. She explores both the proximate mecha-
nisms (hormones, physiological maturation, neuropsychology) and ultimate selective
forces underlying women’s competition and aggression. Fear, she argues, acts as a
more powerful brake on women’s than on men’s violent aggression, due to the greater
costs of engaging in violent conflict (e.g., costs not only to the woman, but also to her
children). But make no mistake, Campbell argues—women’s competition, although
less ostentatiously violent, can be ferocious. Women compete for the best mates, for
example, a form of competition possibly exacerbated by socially imposed monogamy.
She argues that appearance (cues to fertility) and fidelity (cues to paternity certainty)
become key weapons by which women compete with other women, with tactics
that include shunning, stigmatizing, derogating, and ostracizing their rivals. When
tactics do escalate to actual violence, they occur in predictable contexts such as
resource scarcity and a sex ratio imbalance involving too few men as potential mates.
In short, Campbell’s excellent chapter provides a detailed analysis of the underlying
adaptations for female competition and aggression, the ways in which they are sex-
differentiated in design, and the contextual and ecological variables to which they
respond.

Prejudice seems to be a ubiquitous feature of human social living. Everywhere,
people seem prone to dislike and distrust some others, discriminating against them
within groups and even warring with them when they are out-groups. Steven Neuberg
and Peter DeScioli (Chapter 28) provide an outstanding chapter on the evolved
psychology—threat management systems—designed to deal with adaptive problems
arising from within and outside of one’s group. These prejudices can cause harm and
discrimination in the modern environment, they argue, which makes it all the more
important to understand their design features and how they play out in this new world.

Humans are an extraordinarily coalitional species. We form groups, often in
competition with other groups. Dominic Johnson’s chapter (Chapter 29) on leadership
and war focuses on group-on-group conflict. He outlines different hypotheses about
the evolution of leader traits in the context of war, or alternatively features of
coalitional leadership psychology that could have been coopted for war, and examines
the relevant empirical evidence. He makes a compelling case that war has been a major
selective force on human psychology, including the evolution of leadership and
followership traits—arguments that have critical relevance in a modern world beset
with warfare in forms unimaginable in the past, but that exploit the same suite of
psychological adaptations.

Group living is what we do as a species. It offers a bounty of benefits through
cooperation and an abundance of costs through social conflict. As a consequence, it is
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reasonable to expect that humans have evolved a large number of specialized
adaptations for dealing with other humans, both for within-group interactions and
for dealing with other groups. Collectively, these chapters highlight the complexity of
human evolutionary psychology for group living and pave the way for the discovery
of many more adaptations for grappling with the challenges posed by other humans—
challenges centering on cooperation and conflict.
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CHAPTER 25

Adaptations for Reasoning About
Social Exchange

LEDA COSMIDES and JOHN TOOBY

If a person doesn’t give something to me, I won't give anything to that person. If I'm
sitting eating, and someone like that comes by, I say, “Uhn, uhn. I'm not going to give
any of this to you. When you have food, the things you do with it make me unhappy.
If you even once in a while gave me something nice, I would surely give some of this
to you.”

Nisa from Nisa: The Life and Words of a !Kung Woman, Shostak, 1981, p. 89

Instead of keeping things, ['Kung] use them as gifts to express generosity and friendly
intent, and to put people under obligation to make return tokens of friendship . . . . In
reciprocating, one does not give the same object back again but something of
comparable value.

Eland fat is a very highly valued gift . . . . Toma said that when he had eland fat to give,
he took shrewd note of certain objects he might like to have and gave their owners
especially generous gifts of fat.

Marshall, 1976, pp. 366-369

inhospitable Kalahari desert during the 1960s. Their way of life was as

different from that in an industrialized, economically developed society as
any on earth, yet their sentiments are as familiar and easy to comprehend as those of
your neighbor next door. They involve social exchange, interactions in which one party
provides a benefit to the other, conditional on the recipient’s providing a benefit in
return (Cosmides, 1985; Cosmides & Tooby, 1989; Tooby & Cosmides, 1996). Among
humans, social exchange can be implicit or explicit, simultaneous or sequential,
immediate or deferred, and may involve alternating actions by the two parties or
follow more complex structures. In all these cases, however, it is a way people
cooperate for mutual benefit. Explicitly agreed-to forms of social exchange are the
focus of study in economics (and are known as exchange or trade), while biologists

NISA AND TOMA were hunter-gatherers, !Kung San people living in Botswana'’s
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626 GrouP LivING: COOPERATION AND CONFLICT

and anthropologists focus more on implicit, deferred cases of exchange, often called
reciprocal altruism (Trivers, 1971), reciprocity, or reciprocation. We will refer to the
inclusive set of cases of the mutually conditioned provisioning of benefits as social
exchange, regardless of subtype. Nisa and Toma are musing about social exchange
interactions in which the expectation of reciprocity is implicit and the favor can be
returned at a much later date. In their society, as in ours, the benefits given and
received need not be physical objects for exchange to exist; they can be services (valued
actions) as well. Aid in a fight, support in a political conflict, help with a sick child,
permission to hunt and use water holes in your family’s territory—all are ways of
doing or repaying a favor. Social exchange behavior is both panhuman and ancient.
Which cognitive abilities make it possible?

For 25 years, we have been investigating the hypothesis that the enduring presence
of social exchange interactions among our ancestors has selected for cognitive
mechanisms that are specialized for reasoning about social exchange. Just as a lock
and key are designed to fit together to function, our claim is that the proprietary
procedures and conceptual elements of the social exchange reasoning specializations
evolved to reflect the abstract, evolutionarily recurring relationships present in social
exchange interactions (Cosmides & Tooby, 1989).

We picked social exchange reasoning as an initial test case for exploring the
empirical power of evolutionary psychological analyses for a number of reasons.
First, the topic is intrinsically important: Exchange is central to all human economic
activity. If exchange in our species is made possible by evolved, neurocomputational
programs specialized for exchange itself, this is surely worth knowing. Such evolved
programs would constitute the foundation of economic behavior, and their specific
properties would organize exchange interactions in all human societies; thus,
if they exist, they deserve to be mapped. The discovery and mapping of such
mechanisms would ground economics in the evolutionary and cognitive sciences,
cross-connecting economics to the rest of the natural sciences. Social exchange
specializations (if they exist) also underlie many aspects of a far broader category
of implicit social interaction lying outside economics, involving favors, friendship, and
self-organizing cooperation.

There was a second reason for investigating the computational procedures engaged
by social exchange. There are many counterhypotheses about social exchange reasoning
to test against, but they all spring from the single most central assumption of the
traditional social and behavioral sciences—the blank slate view of the mind that lies at
the center of what we have called the standard social science model (Tooby & Cosmides,
1992). According to this view, humans are endowed with a powerful, general cognitive
capacity (intelligence, rationality, learning, instrumental reasoning), which explains
human thought and the great majority of human behavior. In this case, humans
putatively engage in successful social exchange through exactly the same cognitive
faculties that allow them to do everything else: Their general intelligence allows them to
recognize, learn, or reason out intelligent, beneficial courses of action. This hypothesis
has been central to how most neural, psychological, and social scientists conceptualize
human behavior, but it is almost never subjected to potential empirical falsification
(unlike theories central to physics or biology). Investigating reasoning about social
exchange provided an opportunity to test the blank slate hypothesis empirically in
domains (economics and social behavior) where it had been uncritically accepted by
almost all traditional researchers. Moreover, the results of these tests would be power-
fully telling for the general issue of whether an evolutionary psychological program
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would lead to far-reaching and fundamental revisions across the human sciences. Why?
If mechanisms of general rationality exist and are to genuinely explain anything of
significance, they should surely explain social exchange reasoning as one easy applica-
tion. After all, social exchange is absurdly simple compared to other cognitive activities
such as language or vision, it is mutually beneficial and intrinsically rewarding, it is
economically rational (Simon, 1990), and it should emerge spontaneously as the result of
the ability to pursue goals; even artificially intelligent agents capable of pursuing goals
through means-ends analysis should be able to manage it. An organism that was in fact
equipped with a powerful, general intelligence would not need cognitive specializations
for social exchange to be able to engage in it. If it turns out that humans nonetheless have
adaptive specializations for social exchange, it would imply that mechanisms of general
intelligence (if they exist) are relatively weak, and natural selection has specialized a far
larger number of comparable cognitive competences than cognitive and behavioral
scientists had anticipated.

Third, we chose to study a form of reasoning because reasoning is widely considered
to be the quintessential case of a content-independent, general-purpose cognitive
competence. Reasoning is also considered to be the most distinctively human cognitive
ability—something that exists in opposition to, and as a replacement for, instinct.
If, against all expectation, human reasoning turns out to fractionate into a diverse
collection of evolved, content-specialized procedures, then adaptive specializations
are far more likely to be widespread and typical in the human psychological architec-
ture, rather than nonexistent or exceptional. Reasoning presents the most difficult test
case, and hence the most useful case, to leapfrog the evolutionary debate into genuinely
new territory. In contrast, the eventual outcome of debates over the evolutionary origins
and organization of motivation (e.g., sexual desire) and emotion (e.g., fear) are not in
doubt (despite the persistence of intensely fought rearguard actions by traditional
research communities). No blank slate process could, even in principle, acquire the
motivational and emotional organization found in humans (Cosmides & Tooby, 1987;
Tooby, Cosmides, & Barrett, 2005). Reasoning will be the last redoubt of those who
adhere to a blank slate approach to the human psychological architecture.

Fourth, logical reasoning is subject to precise formal computational analysis, so it is
possible to derive exact and contrasting predictions from domain-general and
domain-specific theories, allowing critical tests to be devised and theories to be
potentially or actually falsified.

Finally, we chose the domain of social exchange because it offered the opportunity
to explore whether the evolutionary dynamics newly charted by evolutionary game
theory (e.g., Maynard Smith, 1982) had sculpted the human brain and mind and,
indeed, human moral reasoning. If it could be shown empirically that the kinds of
selection pressures modeled in evolutionary game theory had real consequences on
the human psychological architecture, then this would help lay the foundations of
an evolutionary approach to social psychology, social behavior, and morality
(Cosmides & Tooby, 2004). At the time, most social scientists considered morality
to be a cultural product free of biological organization. We thought on theoretical
grounds there should be an evolved set of domain-specific grammars of moral and
social reasoning (Cosmides & Tooby, 1989) and wanted to see if we could clearly
establish at least one rich empirical example—a grammar of social exchange.
One pleasing feature of the case of social exchange is that it can be clearly traced
step by step as a causal chain from replicator dynamics and game theory to details of
the computational architecture to specific patterns of reasoning performance to
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specific cultural phenomena, moral intuitions, and conceptual primitives in moral
philosophy—showcasing the broad integrative power of an evolutionary psychologi-
cal approach. This research is one component of a larger project that includes mapping
the evolutionary psychology of moral sentiments and moral emotions alongside moral
reasoning (e.g., Cosmides & Tooby, 2004; Lieberman, Tooby, & Cosmides, 2003, 2007;
Price, Cosmides, & Tooby, 2002; Tooby & Cosmides, 2010).

What follows are some of the high points of this 25-year research program. We argue
that social exchangeis ubiquitously woven through the fabric of human life in all human
cultures everywhere, and has been taking place among our ancestors for millions and
possibly tens of millions of years. This means social exchange interactions are an
important and recurrent human activity with sufficient time depth to have selected
for specialized neural adaptations. Evolutionary game theory shows that social
exchange can evolve and persist only if the cognitive programs that cause it conform
to a narrow and complex set of design specifications. The complex pattern of functional
and neural dissociations that we discovered reveal so close a fit between adaptive
problem and computational solving that a neurocognitive specialization for reasoning
about social exchange is implicated, including a subroutine for detecting cheaters. This
subroutine develops precocially (by ages 3 to 4) and appears cross-culturally—hunter-
horticulturalists in the Amazon detect cheaters as reliably as adults who live in advanced
market economies. The detailed patterns of human reasoning performance elicited
by situations involving social exchange correspond to the evolutionarily derived
predictions of a specialized logic or grammar of social exchange and falsify content-
independent, general-purpose reasoning mechanisms as a plausible explanation for
reasoning in this domain. A developmental process that is itself specialized for social
exchange appears to be responsible for building the neurocognitive specialization found
inadults: As we show, the design, ontogenetic timetable, and cross-cultural distribution
of social exchange are not consistent with any known domain-general learning process.
Taken together, the data showing design specificity, precocious development, cross-
cultural universality, and neural dissociability implicate the existence of an evolved,
species-typical neurocomputational specialization.

In short, the neurocognitive system that causes reasoning about social exchange
shows evidence of being what Pinker (1994) has called a cognitive instinct: It is complexly
organized for solving a well-defined adaptive problem our ancestors faced in the past, it
reliably develops in all normal humans, it develops without any conscious effort and in
the absence of explicit instruction, it is applied without any conscious awareness of its
underlying logic, and it is functionally and neurally distinct from more general abilities
to process information or behave intelligently. We briefly review the evidence that
supports this conclusion, along with the evidence that eliminates the alternative
by-product hypotheses that have been proposed. (For more comprehensive treatments,
see Cosmides, 1985, 1989; Cosmides, Barrett, & Tooby, 2010; Cosmides & Tooby, 1989,
1992, 2005, 2008a; Fiddick, Cosmides, & Tooby, 2000; Stone, Cosmides, Tooby, Kroll, &
Knight, 2002; Sugiyama, Tooby, & Cosmides, 2002.)

SOCIAL EXCHANGE IN ZOOLOGICAL
AND CULTURAL PERSPECTIVE

Living in daily contact affords many opportunities to see when someone needs help,
to monitor when someone fails to help but could have, and, as Nisa explains, to
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withdraw future help when this happens. Under these conditions, reciprocity can be
delayed, understanding of obligations and entitlements can remain tacit, and aid
(in addition to objects) can be given and received (Shostak, 1981). But when
people do not live side by side, social exchange arrangements typically involve
explicit agreements, simultaneous transfers of benefits, and increased trade of
objects (rather than intimate acts of aid). Agreements are explicit because neither
side can know the other’s needs based on daily interaction, objects are traded
because neither side is present to provide aid when the opportunity arises, and
trades are simultaneous because this reduces the risk of nonreciprocation—neither
side needs to trust the other to provide help in the future. Accordingly, explicit
or simultaneous trade is usually a sign of social distance (Tooby & Cosmides, 1996).
'Kung, for example, will trade hides for knives and other goods with Bantu people
but not with fellow band members (Marshall, 1976).

Explicit trades and delayed, implicit reciprocation differ in these superficial ways,
but they share a deep structure: X provides a benefit to Y conditional on Y doing
something that X wants. As humans, we take it for granted that people can make each
other better off than they were before by exchanging benefits—goods, services, acts of
help and kindness. But when placed in zoological perspective, social exchange stands
out as an unusual phenomenon whose existence requires explanation. The magnitude,
variety, and complexity of our social exchange relations are among the most distinc-
tive features of human social life and differentiate us strongly from all other animal
species (Tooby & DeVore, 1987). Indeed, uncontroversial examples of social exchange
in other species are difficult to find, and despite widespread investigation, social
exchange has been reported in only a tiny handful of other species, such as chimpan-
zees, certain monkeys, and vampire bats (see Dugatkin, 1997; Hauser, 2007, for
contrasting views of the nonhuman findings).

Practices can be widespread without being the specific product of evolved psy-
chological adaptations. Is social exchange a recent cultural invention? Cultural
inventions such as alphabetic writing systems, cereal cultivation, and Arabic numerals
are widespread, but they have one or a few points of origin, spread by contact, and are
highly elaborated in some cultures and absent in others. Social exchange does not fit
this pattern. It is found in every documented culture past and present and is a feature
of virtually every human life within each culture, taking on a multiplicity of elaborate
forms, such as returning favors, sharing food, reciprocal gift giving, explicit trade, and
extending acts of help with the implicit expectation that they will be reciprocated
(Cashdan, 1989; Fiske, 1991; Gurven, 2004; Malinowski, 1922; Mauss, 1925/1967).
Particular methods or institutions for engaging in exchange—marketplaces, stock
exchanges, money, the Kula Ring—are recent cultural inventions, but not social
exchange behavior itself.

Moreover, evidence supports the view that social exchange is at least as old as the
genus Homo and possibly far older than that. Paleoanthropological evidence indi-
cates that before anatomically modern humans evolved, hominids engaged in social
exchange (see, e.g., Isaac, 1978). Moreover, the presence of reciprocity in chimpan-
zees (and even certain monkeys; Brosnan & de Waal, 2003; de Waal, 1989, 1997a,
1997b; de Waal & Luttrell, 1988) suggests it may predate the time, 5 to 7 million
years ago, when the hominid line split from chimpanzees. In short, social exchange
behavior has been present during the evolutionary history of our line for so long that
selection could well have engineered complex cognitive mechanisms specialized for
engaging in it.
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Natural selection retains and discards properties from a species” design based on
how well these properties solve adaptive problems—evolutionarily recurrent prob-
lems whose solution promotes reproduction. To have been a target of selection, a
design had to produce beneficial effects, measured in reproductive terms, in the
environments in which it evolved. Social exchange clearly produced beneficial effects
for those who successfully engaged in it, ancestrally as well as now (Cashdan, 1989;
Isaac, 1978). A life deprived of the benefits that reciprocal cooperation provides would
be a Hobbesian nightmare of poverty and social isolation, punctuated by conflict. But
the fact that social exchange produces beneficial effects is not sufficient for showing
that the neurocognitive system that enables it was designed by natural selection for
that function. To rule out the counterhypothesis that social exchange is a side effect of
a system that was designed to solve a different or more inclusive set of adaptive
problems, we need to evaluate whether the adaptation shows evidence of special
design for the proposed function (Williams, 1966).

So what, exactly, is the nature of the neurocognitive machinery that enables
exchange, and how specialized is it for this function? Social exchange is zoologically
rare, raising the possibility that natural selection engineered into the human brain
information processing circuits that are narrowly specialized for understanding,
reasoning about, motivating, and engaging in social exchange. On this view, the
circuits involved are neurocognitive adaptations for social exchange, evolved cog-
nitive instincts designed by natural selection for that function—the adaptive special-
ization hypothesis. An alternative family of theories derives from the possibility that
our ability to reason about and engage in social exchange is a by-product of a
neurocognitive system that evolved for a different function. This could be an
alternative specific function (e.g., reasoning about obligations). More usually,
however, researchers expect that social exchange reasoning is a by-product or
expression of a neurocognitive system that evolved to perform a more general
function—operant conditioning, logical reasoning, rational decision making, or
some sort of general intelligence. We call this family of explanations the general
rationality hypothesis.

The general rationality hypothesis is so compelling, so self-evident, and so
entrenched in our scientific culture that researchers find it difficult to treat it as a
scientific hypothesis at all, exempting it from demands of falsifiability, specification,
formalization, consistency, and proof they would insist on for any other scientific
hypothesis. For example, in dismissing the adaptive specialization hypothesis of social
exchange without examining the evidence, Ehrlich (2002) considers it sufficient to
advance the folk theory that people just “figure it out.” He makes no predictions nor
specifies any possible test that could falsify his view. Orr (2003) similarly refuses to
engage the evidence, arguing that perhaps “it just pays to behave in a certain way,
and an organism with a big-enough brain reasons this out, while evolved instincts
and specialized mental modules are beside the point” (p. 18). He packages this
argument with the usual and necessarily undocumented claims about the low
scientific standards of evolutionary psychology (in this case, voiced by unnamed
colleagues in molecular biology).

What is problematic about this debate is not that the general rationality hypothe-
sis is advanced as an alternative explanation. It is a plausible (if hopelessly vague)
hypothesis. Indeed, the entire social exchange research program has, from its
inception, been designed to systematically test against the major predictions that
can be derived from this family of countertheories, to the extent they can be
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specified. What is problematic is that critics engage in the pretense that tests of the
hypothesis they favor have never been carried out; that their favored hypothesis has
no empirical burden of its own to bear; and that merely stating the general
rationality hypothesis is enough to establish the empirical weakness of the adaptive
specialization hypothesis. It is, in reality, what Dawkins (1986) calls the argument
from personal incredulity masquerading as its opposite—a commitment to high
standards of hypothesis testing.

Of course, to a cognitive scientist, Orr’s conjecture as stated does not rise to the level
of a scientific hypothesis. “Big brains” cause reasoning only by virtue of the neuro-
cognitive programs they contain. Had Orr specified a reasoning mechanism or a
learning process, we could empirically test the proposition that it predicts the
observed patterns of social exchange reasoning. But he did not. Fortunately, however,
a number of cognitive scientists have proposed some well-formulated by-product
hypotheses, all of which make different predictions from the adaptive specialization
hypothesis. Moreover, even where well-specified theories are lacking, one can derive
some general predictions from the class of general rationality theories about possible
versus impossible patterns of cultural variation, the effects of familiarity, possible
versus impossible patterns of neural dissociation, and so on. We have tested each
by-product hypothesis in turn. None can explain the patterns of reasoning perform-
ance found, patterns that were previously unknown and predicted in advance by
the hypothesis that humans have neurocognitive adaptations designed for social
exchange.

SELECTION PRESSURES AND PREDICTED DESIGN FEATURES

To test whether a system is an adaptation that evolved for a particular function, one
must produce design evidence. The first step is to demonstrate that the system’s
properties solve a well-specified adaptive problem in a well-engineered way
(Dawkins, 1986; Tooby & Cosmides, 1992, Chapter 1, this Handbook, Volume 1;
Williams, 1966). This requires a well-specified theory of the adaptive problem in
question.

For example, the laws of optics constrain the properties of cameras and eyes:
Certain engineering problems must be solved by any information processing
system that uses reflected light to project images of objects onto a 2-D surface
(film or retina). Once these problems are understood, the eye’s design makes sense.
The transparency of the cornea, the ability of the iris to constrict the pupillary
opening, the shape of the lens, the existence of photoreactive molecules in the
retina, the resolution of retinal cells—all are solutions to these problems (and have
their counterparts in a camera). Optics constrain the design of the eye, but the
design of programs causing social behavior is constrained by the behavior of
other agents—more precisely, by the design of the behavior-regulating programs
in other agents and the fitness consequences that result from the interactions these
programs cause. These constraints can be analyzed using evolutionary game theory
(Maynard Smith, 1982).

An evolutionarily stable strategy (ESS) is a strategy (a decision rule) that can arise and
persist in a population because it produces fitness outcomes greater than or equal to
alternative strategies (Maynard Smith, 1982). The rules of reasoning and decision
making that guide social exchange in humans would not exist unless they had
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outcompeted alternatives, so we should expect that they implement an ESS.! By using
game theory and conducting computer simulations of the evolutionary process, one
can determine which strategies for engaging in social exchange are ESSs.

Selection pressures favoring social exchange exist whenever one organism (the
provider) can change the behavior of a target organism to the provider’s advantage
by making the target’s receipt of that benefit conditional on the target acting in a
required manner. In social exchange, individuals agree, either explicitly or implicitly,
to abide by a particular social contract. For ease of explication, let us define a
social contract as a conditional (i.e., If-then) rule that fits the following template:
“If you accept a benefit from X, then you must satisfy X’s requirement” (where X is
an individual or set of individuals). For example, Toma knew that people in his
band recognize and implicitly follow a social contract rule: If you accept a generous gift
of eland fat from someone, then you must give that person something valuable in the future.
Nisa’s words also express a social contract: If you are to get food in the future from me,
then you must be individual Y (where Y = an individual who has willingly shared food
with Nisa in the past). Both realize that the act of accepting a benefit from someone
triggers an obligation to behave in a way that somehow benefits the provider, now or
in the future.

This mutual provisioning of benefits, each conditional on the other’s compliance, is
usually modeled by game theorists as a repeated Prisoners” Dilemma (Axelrod &
Hamilton, 1981; Boyd, 1988; Trivers, 1971; but see Stevens & Stephens, 2004; Tooby &
Cosmides, 1996). The results show that the behavior of cooperators must be generated
by programs that perform certain specific tasks very well if they are to be evolutio-
narily stable (Cosmides, 1985; Cosmides & Tooby, 1989). Here, we focus on one of
these requirements: cheater detection. A cheater is an individual who fails to recipro-
cate—who accepts the benefit specified by a social contract without satisfying the
requirement that provision of that benefit was made contingent on.

The ability to reliably and systematically detect cheaters is a necessary condition for
cooperation in the repeated Prisoners” Dilemma to be an ESS (e.g., Axelrod, 1984;
Axelrod & Hamilton, 1981; Boyd, 1988; Trivers, 1971; Williams, 1966).2 To see this,
consider the fate of a program that, because it cannot detect cheaters, bestows benefits

L If the rules regulating reasoning and decision-making about social exchange do not implement an ESS, it
would imply that these rules are a by-product of some other adaptation that produces fitness benefits so
huge that they compensate for the systematic fitness costs that result from its producing non-ESS forms of
social exchange as a side effect. Given how much social exchange humans engage in, this alternative seems
unlikely.

2 Detecting cheaters is necessary for contingent cooperation to evolve, even when providing a benefit is cost
free (i.e., even for situations that do not fit the payoff structure of a Prisoners’ Dilemma; Tooby & Cosmides,
1996). In such cases, a design that cooperates contingently needs to detect when someone has failed to
provide a benefit because it needs to know when to shift partners. In this model (just as in the Prisoners’
Dilemma), a design that cannot shift partners will have lower fitness than a design that detects cheaters and
directs future cooperation to those who do not cheat. Fitness is lower because of the opportunity cost
associated with staying, not because of the cost of providing a benefit to the partner. Failure to understand
that social exchange is defined by contingent provision of benefits, not by the suffering of costs, has resulted
in some irrelevant experiments and discussion in the psychological literature. For example, showing that
cheater detection can still occur when the requirement is not costly (e.g., Cheng & Holyoak, 1989) is a
prediction of social contract theory, not a refutation of it (Cosmides, 1985; Cosmides & Tooby, 1989). For the
same reason, there is no basis in social contract theory for Cheng and Holyoak’s (1989) distinction between
“social exchanges” (in which satisfying the requirement involves transferring a good, at some cost) and
“social contracts” (in which satisfying a requirement may be cost free). For further discussion, see Fiddick,
Cosmides, and Tooby (2000).
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on others unconditionally. These unconditional helpers will increase the fitness of any
nonreciprocating design they meet in the population. But when a nonreciprocating
design is helped, the unconditional helper never recoups the expense of helping: The
helper design incurs a net fitness cost while conferring a net fitness advantage on a
design that does not help in return. As a result, a population of unconditional helpers
is easily invaded and eventually outcompeted by designs that accept the benefits
helpers bestow without reciprocating them. Unconditional helping is not an ESS.

In contrast, program designs that cause conditional helping—that help those who
reciprocate the favor, but not those who fail to reciprocate—can invade a population of
nonreciprocators and outcompete them. Moreover, a population of such designs can
resist invasion by designs that do not reciprocate (cheater designs). Therefore,
conditional helping, which requires the ability to detect cheaters, is an ESS.

Engineers always start with a task analysis before considering possible design
solutions. We did, too. By applying ESS analyses to the behavioral ecology of hunter-
gatherers, we were able to specify tasks that an information processing program would
have to be good at solving for it to implement an evolutionarily stable form of social
exchange (Cosmides, 1985; Cosmides & Tooby, 1989). This task analysis of the required
computations, social contract theory, specifies what counts as good design in this domain.

Because social contract theory provides a standard of good design against which
human performance can be measured, there can be a meaningful answer to the
question, “Are the programs that cause reasoning about social exchange well engi-
neered for the task?” Well-designed programs for engaging in social exchange—if
such exist—should include features that execute the computational requirements
specified by social contract theory, and do so reliably, precisely, and economically
(Williams, 1966).

From social contract theory’s task analyses, we derived a set of predictions about
the design features that a neurocognitive system specialized for reasoning about social
exchange should have (Cosmides, 1985; Cosmides & Tooby, 1989, 2008a). The
following six design features (D1-D6) were among those on the list:

D1. Social exchange is cooperation for mutual benefit. If there is nothing in a
conditional rule that can be interpreted as a rationed benefit, then interpretive
procedures should not categorize that rule as a social contract. To trigger the
inferences about obligations and entitlements that are appropriate to social
contracts, the rule must be interpreted as restricting access to a benefit to those
who have met a requirement. (This is a necessary, but not sufficient, condition;
Cosmides & Tooby, 1989; Gigerenzer & Hug, 1992.)

D2. Cheating is a specific way of violating a social contract: It is taking the benefit
when you are not entitled to do so. Consequently, the cognitive architecture
must define the concept of cheating using contentful representational primitives,
referring to illicitly taken benefits. This implies that a system designed for cheater
detection will not know what to look for if the rule specifies no benefit to the
potential violator.

D3. The definition of cheating also depends on which agent’s point of view is taken.
Perspective matters because the item, action, or state of affairs that one party
views as a benefit is viewed as a requirement by the other party. The system
needs to be able to compute a cost-benefit representation from the perspective of
each participant and define cheating with respect to that perspective-relative
representation.
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D4. To be an ESS, a design for conditional helping must not be outcompeted by
alternative designs. Accidents and innocent mistakes that result in an individual
being cheated are not markers of a design difference. A cheater detection system
should look for cheaters: individuals equipped with programs that cheat by design.’
Hence, intentional cheating should powerfully trigger the detection system whereas
mistakes should trigger it weakly or not at all. (Mistakes that result in an individual
being cheated are relevant only insofar as they may not be true mistakes.)

D5. The hypothesis that the ability to reason about social exchange is acquired
through the operation of some general-purpose learning ability necessarily
predicts that good performance should be a function of experience and famil-
iarity. In contrast, an evolved system for social exchange should be designed to
recognize and reason about social exchange interactions no matter how
unfamiliar the interaction may be, provided it can be mapped onto the abstract
structure of a social contract. Individuals need to be able to reason about each
new exchange situation as it arises, so rules that fit the template of a social
contract should elicit high levels of cheater detection, even if they are unfamiliar.

D6. Inferences made about social contracts should not follow the rules of a content-
free, formal logic. They should follow a content-specific adaptive logic, evolu-
tionarily tailored for the domain of social exchange (described in Cosmides &
Tooby, 1989, 2008a).

Cheating does involve the violation of a conditional rule, but note that it is a
particular kind of violation of a particular kind of conditional rule. The rule must fit the
template for a social contract; the violation must be one in which an individual
intentionally took what that individual considered to be a benefit and did so without
satisfying the requirement.

Formal logics (e.g., the propositional calculus) are content blind; the definition of
violation in standard logics applies to all conditional rules, whether they are social
contracts, threats, or descriptions of how the world works. But, as shown later, the
definition of cheating implied by design features D1 through D4 does not map onto
this content-blind definition of violation. What counts as cheating in social exchange is
so content sensitive that a detection mechanism equipped only with a domain-general
definition of violation would not be able to solve the problem of cheater detection. This
suggests that there should be a program specialized for cheater detection. To operate,
this program would have to function as a subcomponent of a system that, because of
its domain-specialized structure, is well designed for detecting social conditionals
involving exchange, interpreting their meaning, and successfully solving the inferen-
tial problems they pose: social contract algorithms.

CONDITIONAL REASONING AND SOCIAL EXCHANGE

Reciprocation is, by definition, social behavior that is conditional: You agree to deliver
a benefit conditionally (conditional on the other person doing what you required in
return). Understanding it therefore requires conditional reasoning.

3 Programs that cheat by design is a more general formulation of the principle, which does not require the
human ability to form mental representations of intentions or to infer the presence of intentional mental
states in others. An analogy to deception may be useful: Birds that feign a broken wing to lure predators
away from their nests are equipped with programs that are designed to deceive the predator, but the
cognitive procedures involved need not include a mental representation of an intention to deceive.
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Because engaging in social exchange requires conditional reasoning, investigations
of conditional reasoning can be used to test for the presence of social contract
algorithms. The hypothesis that the brain contains social contract algorithms predicts
a dissociation in reasoning performance by content: a sharply enhanced ability to
reason adaptively about conditional rules when those rules specify a social exchange.
The null hypothesis is that there is nothing specialized in the brain for social exchange.
This hypothesis follows from the traditional assumption that reasoning is caused by
content-independent processes. It predicts no enhanced conditional reasoning per-
formance specifically triggered by social exchanges as compared to other contents.

A standard tool for investigating conditional reasoning is the Wason selection
task, which asks you to look for potential violations of a conditional rule of the form
If P, then Q (Wason, 1966, 1983; Wason & Johnson-Laird, 1972). Using this task,
an extensive series of experiments has been conducted that addresses the following
questions:

¢ Do our minds include cognitive machinery that is specialized for reasoning about
social exchange (alongside other domain-specific mechanisms, each specialized
for reasoning about a different adaptive domain involving conditional behav-
ior)? Or,

¢ [s the cognitive machinery that causes good conditional reasoning general—does
it operate well regardless of content?

If the human brain had cognitive machinery that causes good conditional reasoning
regardless of content, then people should be good at tasks requiring conditional
reasoning. For example, they should be good at detecting violations of conditional
rules. Yet studies with the Wason selection task show that they are not. Consider the
Wason task in Figure 25.1. The correct answer (choose P, choose not-Q) would be
intuitively obvious if our minds were equipped with reasoning procedures specialized
for detecting logical violations of conditional rules. But this answer is not obvious to
people. Studies in many nations have shown that reasoning performance is low on
descriptive (indicative) rules like the rule in Figure 25.1: Only 5% to 30% of people give
the logically correct answer, even when the rule involves familiar terms drawn from
everyday life (Cosmides, 1989; Manktelow & Evans, 1979; Sugiyama et al., 2002;
Wason, 1966, 1983). Interestingly, explicit instruction in logical inference does not
boost performance: People who have just completed a semester-long college course in
logic perform no better than people without this formal training (Cheng, Holyoak,
Nisbett, & Oliver, 1986).

Formal logics, such as the propositional calculus, provide a standard of good design
for content-general conditional reasoning: Their inference rules were constructed by
philosophers to generate true conclusions from true premises, regardless of the subject
matter one is asked to reason about. When human performance is measured against this
standard, there is little evidence of good design: Conditional rules with descriptive
content fail to elicit logically correct performance from 70% to 95% of people. Therefore,
one can reject the hypothesis that the human mind is equipped with cognitive machinery
that causes good conditional reasoning across all content domains.

A Di1ssocIATION BY CONTENT

People are poor at detecting violations of conditional rules when their content is
descriptive. Does this result generalize to conditional rules that express a social
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Ebbinghaus disease was recently identified and is not yet well understood. So an
international committee of physicians who have experience with this disease was
assembled. Their goal was to characterize the symptoms, and develop surefire
ways of diagnosing it.

Patients afflicted with Ebbinghaus disease have many different symptoms:
nosebleeds, headaches, ringing in the ears, and others. Diagnosing it is difficult
because a patient may have the disease, yet not manifest all of the symptoms.
Dr. Buchner, an expert on the disease, said that the following rule holds:

“If a person has Ebbinghaus disease, then that person will be forgetful.”
If P then Q

Dr. Buchner may be wrong, however. You are interested in seeing whether there are
any patients whose symptoms violate this rule.

The cards below represent four patients in your hospital. Each card represents
one patient. One side of the card tells whether or not the patient has Ebbinghaus
disease, and the other side tells whether or not that patient is forgetful.

Which of the following card(s) would you definitely need to turn over to see if
any of these cases violate Dr. Buchner's rule: “If a person has Ebbinghaus disease,
then that person will be forgetful.” Don't turn over any more cards than are
absolutely necessary.

has Ebbinghaus || 0088 nothave
. 9 Ebbinghaus is forgetful is not forgetful
disease X
disease
P not-P Q not-Q

Figure 25.1 The Wason Selection Task. In a Wason task, there is always a rule of the form,
If P then Q, and four cards showing the values P, not-P, Q, and not-Q (respectively) on the side
that the subject can see. From a logical point of view, only the combination of P and not-Q can
violate this rule, so the correct answer is to check the P card (to see if it has a not-Q on the
back), the not-Q card (to see if it has a P on the back), and no others. Few subjects answer
correctly, however, when the conditional rule is descriptive (indicative), even when its content
is familiar; for example, only 26% of subjects answered the above problem correctly (by
choosing “has Ebbinghaus disease” and “is not forgetful”). Most choose either P alone, or P
and Q. (The italicized Ps and Qs are not in problems given to subjects.)

contract? No. People who ordinarily cannot detect violations of if-then rules can do so
easily and accurately when that violation represents cheating in a situation of social
exchange. This pattern—good violation detection for social contracts but not for
descriptive rules—is a dissociation in reasoning elicited by differences in the condi-
tional rule’s content. It provides (initial) evidence that the mind has reasoning
procedures specialized for detecting cheaters.

More specifically, when asked to look for violations of a conditional rule that fits
the social contract template—"If you take benefit B, then you must satisfy requirement
R” (e.g., “If you borrow my car, then you have to fill up the tank with gas”)—people
check the individual who accepted the benefit (borrowed the car; P) and the individual
who did not satisfy the requirement (did not fill the tank; not-Q). These are the cases
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that represent potential cheaters (Figure 25.2a). The adaptively correct answer is
immediately obvious to most subjects, who commonly experience a pop-out effect. No
formal training is needed. Whenever the content of a problem asks one to look for
cheaters in a social exchange, subjects experience the problem as simple to solve, and
their performance jumps dramatically. In general, 65% to 80% of subjects get it right,
the highest performance found for a task of this kind (for reviews, see Cosmides, 1985,
1989; Cosmides et al., 2010; Cosmides & Tooby, 1992, 1997, 2008a, 2008b; Fiddick et al.,
2000; Gigerenzer & Hug, 1992; Platt & Griggs, 1993).

Given the content-blind syntax of formal logic, investigating the person who
borrowed the car (P) and the person who did not fill the gas tank (n0t-Q) is logically
equivalent to investigating the person with Ebbinghaus disease (P) and the person
who is not forgetful (not-Q) for the disease-symptom problem in Figure 25.1. But
everywhere it has been tested (adults in the United States, United Kingdom, Germany,
Italy, France, Hong Kong, Japan; schoolchildren in Quito, Ecuador; Shiwiar hunter-
horticulturalists in the Ecuadorian Amazon), people do not treat social exchange
problems as equivalent to other kinds of conditional reasoning problems (Cheng &
Holyoak, 1985; Cosmides, 1989; Hasegawa & Hiraishi, 2000; Platt & Griggs, 1993;
Sugiyama et al., 2002; supports D5, D6). Their minds distinguish social exchange
content from other domains, and reason as if they were translating their terms into
representational primitives such as benefit, cost, obligation, entitlement, intentional, and
agent (Figure 25.2b; Cosmides & Tooby, 1992, 2008a; Fiddick et al., 2000). Reasoning
problems could be sorted into indefinitely many categories based on their content or
structure (including the propositional calculus’s two content-free categories, anteced-
ent and consequent). Yet, even in remarkably different cultures, the same mental
categorization occurs. This cross-culturally recurrent dissociation by content was
predicted in advance of its discovery by social contract theory’s adaptationist analysis.

This pattern of good performance on reasoning problems involving social exchange
is what we would expect if the mind reliably develops neurocognitive adaptations for
reasoning about social exchange. But more design evidence is needed. Later we review
experiments conducted to test for design features D1 through D6: features that should
be present if a system specialized for social exchange exists.

In addition to producing evidence of good design for social exchange, recall that
one must also show that the system’s properties are not better explained as a solution
to an alternative adaptive problem or by chance (Tooby & Cosmides, 1992, Chapter 1,
this Handbook, Volume 1). Each experiment testing for a design feature was also
constructed to pit the adaptive specialization hypothesis against at least one alterna-
tive by-product hypothesis, so by-product and design feature implications are dis-
cussed in tandem. As we show, reasoning performance on social contracts is not
explained by familiarity effects, by a content-free formal logic, by a permission
schema, or by a general deontic logic. Table 25.1 lists the by-product hypotheses
that have been tested and eliminated.

DO UNFAMILIAR SOCIAL CONTRACTS ELICIT
CHEATER DETECTION? (D5)

An individual needs to understand each new opportunity to exchange as it arises,
so it was predicted that social exchange reasoning should operate even for
unfamiliar social contract rules (D5). This distinguishes social contract theory
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A.

Teenagers who don’t have their own cars usually end up borrowing their parents’
cars. In return for the privilege of borrowing the car, the Carters have given their
kids the rule,

“If you borrow my car, then you have to fill up the tank with gas.”

Of course, teenagers are sometimes irresponsible. You are interested in seeing
whether any of the Carter teenagers broke this rule.

The cards below represent four of the Carter teenagers. Each card represents
one teenager. One side of the card tells whether or not a teenager has borrowed
the parents’ car on a particular day, and the other side tells whether or not that
teenager filled up the tank with gas on that day.

Which of the following card(s) would you definitely need to turn over to see if
any of these teenagers are breaking their parents’ rule: “If you borrow my car,
then you have to fill up the tank with gas.” Don’t turn over any more cards than
are absolutely necessary.

borrowed did not filled up tank did not fill up
car borrow car with gas tank with gas

The mind translates social contracts into representations of benefits and require-
ments, and it inserts concepts such as "entitled to" and "obligated to," whether they
are specified or not.

How the mind “sees” the social contract above is shown in bold italics.

“If you borrow my car, then you have to fill up the tank with gas.”

If you take the benefit, then you are obligated to satisfy the requirement.

borrowed did not filled up tank did not fill up

car borrow car with gas tank with gas
=accepted the =did not accept =satisfied the =did not satisfy
benefit the benefit requirement the requirement

Figure 25.2 Wason Task with a Social Contract Rule. (A) In response to this social contract
problem, 76% of subjects chose P and not-Q (“borrowed the car” and “did not fill the tank with
gas”)—the cards that represent potential cheaters. Yet only 26% chose this (logically correct)
answer in response to the descriptive rule in Figure 25.1. Although this social contract rule
involves familiar items, unfamiliar social contracts elicit the same high performance. (B) How
the mind represents the social contract shown in (A). According to inferential rules specialized
for social exchange (but not according to formal logic), “If you take the benefit, then you are
obligated to satisfy the requirement” implies “If you satisfy the requirement, then you are
entitled to take the benefit.” Consequently, the rule in (A) implies: “If you fill the tank with gas,
then you may borrow the car” (see Figure 25.4, switched social contracts).
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Table 25.1
Alternative (By-Product) Hypotheses Eliminated

B1. That familiarity can explain the social contract effect.

B2. That social contract content merely activates the rules of inference of the propositional
calculus (logic).

B3. That any problem involving payoffs will elicit the detection of logical violations.

B4. That permission schema theory can explain the social contract effect.

B5. That social contract content merely promotes “clear thinking.”

B6. That a content-independent deontic logic can explain social contract reasoning.
B7. That a single mechanism operates on all deontic rules involving subjective utilities.

B8. That relevance theory can explain social contract effects (see also Fiddick, Cosmides, &
Tooby, 2000).

B9. That standard economic models can explain social contract effects.

B10. That statistical learning produces the mechanisms that cause social contract reasoning.

strongly from theories that explain reasoning performance as the product of
general learning strategies plus experience: The most natural prediction for
such skill-acquisition theories is that performance should be a function of
familiarity.

The evidence supports social contract theory: Cheater detection occurs even
when the social contract is wildly unfamiliar (Figure 25.3a). For example, the rule
“If a man eats cassava root, then he must have a tattoo on his face” can be made to
fit the social contract template by explaining that the people involved consider
eating cassava root to be a benefit (the rule then implies that having a tattoo is the
requirement an individual must satisfy to be eligible for that benefit). When given
this context, this outlandish, culturally alien rule elicits the same high level of
cheater detection as highly familiar social exchange rules. This surprising result
has been replicated for many different unfamiliar rules (Cosmides, 1985, 1989;
Cosmides & Tooby, 1992; Gigerenzer & Hug, 1992; Platt & Griggs, 1993).

ELIMINATING FAMILIARITY (B1)

The dissociation by content—good performance for social contract rules but not for
descriptive ones—has nothing to do with the familiarity of the rules tested. Familiarity
is neither necessary nor sufficient for eliciting high performance (B1 of Table 25.1).

First, familiarity does not produce high levels of performance for descriptive rules
(Cosmides, 1989; Manktelow & Evans, 1979). Note, for example, that the Ebbinghaus
disease problem in Figure 25.1 involves a familiar causal relationship (a disease
causing a symptom) embedded in a real-world context. Yet only 26% of 111 college
students that we tested produced the logically correct answer, P & not-Q, for this
problem. If familiarity fails to elicit high performance on descriptive rules, then it also
fails as an explanation for high performance on social contracts.
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A. Standard form B. Switched form
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Figure 25.3 Detecting Violations of Unfamiliar Conditional Rules: Social Contracts Versus
Descriptive Rules. In these experiments, the same, unfamiliar rule was embedded either in a
story that caused it to be interpreted as a social contract or in a story that caused it to be
interpreted as a rule describing some state of the world. For social contracts, the correct
answer is always to pick the benefit accepted card and the requirement not satisfied card.
(A) For standard social contracts, these correspond to the logical categories P and not-Q. P
and not-Q also happens to be the logically correct answer. Over 70% of subjects chose these
cards for the social contracts, but fewer than 25% chose them for the matching descriptive
rules. (B) For switched social contracts, the benefit accepted and requirement not satis fied
cards correspond to the logical categories Q and not-P. This is not a logically correct response.
Nevertheless, about 70% of subjects chose it for the social contracts; virtually no one chose it
for the matching descriptive rules (see Figure 25.4).

Second, the fact that unfamiliar social contracts elicit high performance shows that
familiarity is not necessary for eliciting violation detection. Third (and most surpris-
ing), people are just as good at detecting cheaters on culturally unfamiliar or
imaginary social contracts as they are for ones that are completely familiar (Cosmides,
1985). This provides a challenge for any counterhypothesis resting on a general-
learning skill acquisition account (most of which rely on familiarity and repetition).

ADAPTIVE LOGIC, NOT FORMAL LOGIC (D3, D6)

As shown earlier, it is possible to construct social contract problems that will elicit a
logically correct answer. But this is not because social exchange content activates
logical reasoning.

Good cheater detection is not the same as good detection of logical violations (and
vice versa). Hence, problems can be created in which the search for cheaters will result
in a logically incorrect response (and the search for logical violations will fail to detect
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Consider the following rule:

Standard format:

If you take the benefit, then satisfy my requirement (e.g., “If | give you $50, then give
me your watch.”)

If P then Q

Switched format:

If you satisfy my requirement, then take the benefit (e.g., “If you give me your watch,
then I'll give you $50.”)

If P then Q

The cards below have information about four people to whom this offer was made.
Each card represents one person. One side of a card tells whether the person ac-
cepted the benefit, and the other side of the card tells whether that person satisfied
the requirement. Indicate only those card(s) you definitely need to turn over to see
if any of these people have violated the rule.

v v
Benefit Benefit not Requirement Requirement
accepted accepted satisfied not satisfied
Standard: P not-P Q not-Q
Switched: Q not-Q P not-P

Figure 25.4 Generic Structure of a Wason Task When the Conditional Rule Is a Social
Contract. A social contract can be translated into either social contract terms (benefits and
requirements) or logical terms (antecedents and consequents; designated here as Ps and Qs).
Check marks indicate the correct card choices if one is looking for cheaters—these should be
chosen by a cheater detection subroutine, whether the exchange was expressed in a standard
or switched format. This results in a logically incorrect answer (Q and not-P) when the rule is
expressed in the switched format, and a logically correct answer (P and not-Q) when the rule is
expressed in the standard format. By testing switched social contracts, one can see that the
reasoning procedures activated cause one to detect cheaters, not logical violations (see
Figure 25.3B). Note that a logically correct response to a switched social contract—where

P =requirement satisfied and not-Q = benefit not accepted—would fail to detect cheaters.

cheaters; see Figure 25.4). When given such problems, people look for cheaters,
thereby giving a logically incorrect answer (Q and not-P).

PERSPECTIVE CHANGE

As predicted (D3), the mind’s automatically deployed definition of cheating is tied to
the perspective you are taking (Gigerenzer & Hug, 1992). For example, consider the
following social contract:

[1] If an employee is to get a pension, then that employee must have worked for the
firm for more than 10 years.
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This rule elicits different answers depending on whether subjects are cued into the
role of employer or employee. Those in the employer role look for cheating by employ-
ees, investigating cases of P and not-Q (employees with pensions; employees who have
worked for fewer than 10 years). Those in the employee role look for cheating by
employers, investigating cases of not-P and Q (employees with no pension; employees
who have worked more than 10 years). Not-P & Q is correct if the goal is to find out
whether the employer is cheating employees. But it is not logically correct.*

In social exchange, the benefit to one agent is the requirement for the other: For
example, giving pensions to employees benefits the employees but is the requirement
the employer must satisfy (in exchange for > 10 years of employee service). To capture
the distinction between the perspectives of the two agents, rules of inference for social
exchange must be content sensitive, defining benefits and requirements relative to the
agents involved. Because logical procedures are blind to the content of the proposi-
tions over which they operate, they have no way of representing the values of an
action to each agent involved.

SWITCHED SociAL CONTRACTS

By moving the benefit from the antecedent clause (P) to the consequent clause (Q), one
can construct a social exchange problem for which the adaptively correct cheater
detection response is logically incorrect.

According to the propositional calculus (a formal logic), If B then C does not imply If
C then B; therefore, “If you take the benefit, then you are obligated to satisfy the
requirement,” does not imply, “If you satisfy the requirement, then you are entitled to
take the benefit.” But inferential rules specialized for social exchange do license the
latter inference (Cosmides & Tooby, 1989). Consequently, social exchange inferences
(but not logical ones) should cause rule [1] above to be interpreted as implying:

[2] If an employee has worked for the firm for more than 10 years, then that
employee gets a pension.

Assume you are concerned that employees have been cheating and are asked to
check whether any employees have violated the rule. Although [2] and [1] are not
logically equivalent, our minds interpret them as expressing the same social contract
agreement. Hence, in both cases, a subroutine for detecting cheaters should cause you
to check employees who have taken the benefit (gotten a pension) and employees who
have not met the requirement (worked < 10 years).

But notice that these cards fall into different logical categories when the benefit to
the potential cheater is in the antecedent clause versus the consequent clause (standard
versus switched format, respectively; Figure 25.4). When the rule is expressed in the
switched format, “got a pension” corresponds to the logical category Q, and “worked
less than 10 years” corresponds to the logical category not-P. This answer will correctly
detect employees who are cheating, but it is logically incorrect. When the rule is
expressed in the standard format, the same two cards correspond to P and not-Q.

* Moreover, the propositional calculus contains no rules of inference that allow If B, then C to be translated as
IfC, then B (i.e., no rule for translating [1] as [2]; see text) and then applying the logical definition of violation
to [2] to arrive at the employee perspective answer (see Fiddick et al., 2000).
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For standard format social contracts, the cheater detection subroutine will produce the
same answer as logical procedures would—not because this response is logically
correct, but because it will detect cheaters.

When given switched social contracts like [2], subjects overwhelmingly respond by
choosing Q & not-P, a logically incorrect answer that correctly detects cheaters
(Figure 25.3b; Cosmides, 1985, 1989; Gigerenzer & Hug, 1992; supports D2, D6).
Indeed, when subjects’ choices are classified by logical category, it looks like standard
and switched social contracts elicit different responses. But when their choices are
classified by social contract category, they are invariant: For both rule formats, people
choose the cards that represent an agent who took the benefit and an agent who did
not meet the requirement.

This robust pattern occurs precisely because social exchange reasoning is sensitive
to content: It responds to a syntax of agent-relative benefits and requirements, not
antecedents and consequents. Logical procedures would fail to detect cheaters on
switched social contracts. Being content blind, their inferential rules are doomed to
checking P and not-Q, even when these cards correspond to potential altruists (or
fools)—that is, to people who have fulfilled the requirement and people who have not
accepted the benefit.

ErLiMinaTING Locic (B2, B3)

Consider the following by-product hypothesis: The dissociation between social
contracts and descriptive rules is not caused by a cheater detection mechanism.
Instead, the human cognitive architecture applies content-free rules of logical infer-
ence, such as modus ponens and modus tollens. These logical rules are activated by social
contract content but not by other kinds of content, and that causes the spike in P & not-
Q answers for social contracts.

The results of the switched social contract and the perspective change experiments
eliminate this hypothesis. Social contracts elicit a logically incorrect answer, Q & not-P,
when this answer would correctly detect cheaters. Logical rules applied to the syntax
of the material conditionally cannot explain this pattern, because these rules would
always choose a true antecedent and false consequent (P & not-Q), never a true
consequent and false antecedent (Q & not-P).

There is an active debate about whether the human cognitive architecture includes
content-blind rules of logical inference, which are sometimes dormant and sometimes
activated (e.g., Bonatti, 1994; Rips, 1994; Sperber, Cara, & Girotto, 1995). We are
agnostic about that issue. What is clear, however, is that such rules cannot explain
reasoning about social contracts (for further evidence, see Fiddick et al., 2000).

DEDICATED SYSTEM OR GENERAL INTELLIGENCE?

Social contract reasoning can be maintained in the face of impairments in general
logical reasoning. Individuals with schizophrenia manifest deficits on virtually any
test of general intellectual functioning they are given (McKenna, Clare, & Baddeley,
1995). Yet their ability to detect cheaters can remain intact. Maljkovic (1987) tested the
reasoning of patients suffering from positive symptoms of schizophrenia, comparing
their performance with that of hospitalized (nonpsychotic) control patients. Com-
pared to the control patients, the schizophrenic patients were impaired on more
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general (non-Wason) tests of logical reasoning, in a way typical of individuals with
frontal lobe dysfunction. But their ability to detect cheaters on Wason tasks was
unimpaired. Indeed, it was indistinguishable from the controls and showed the typical
dissociation by content (see also Kornreich, Delle-Vigne, Dubruille, Campanella,
Noel, & Ermer, forthcoming). This selective preservation of social exchange reasoning
is consistent with the notion that reasoning about social exchange is handled by a
dedicated system, which can operate even when the systems responsible for more
general reasoning are damaged. It provides further support for the claim that social
exchange reasoning is functionally and neurally distinct from more general abilities to
process information or behave intelligently.

HOW MANY SPECIALIZATIONS FOR CONDITIONAL REASONING?

Social contracts are not the only conditional rules for which natural selection should
have designed specialized reasoning mechanisms (Cosmides, 1989). Indeed, good
violation detection is also found for conditional rules drawn from two other domains:
threats and precautions. Is good performance across these three domains caused by a
single neurocognitive system or by several functionally distinct ones? If a single
system causes reasoning about all three domains, then we should not claim that
cheater detection is caused by adaptations that evolved for that specific function.

The notion of multiple adaptive specializations is commonplace in physiology: The
body is composed of many organs, each designed for a different function. Yet many
psychologists cringe at the notion of multiple adaptive specializations when these are
computational. Indeed, evolutionary approaches to psychology foundered in the early
1920s on what was seen as an unfounded multiplication of “instincts.”

That was before the cognitive revolution, with its language for describing what the
brain does in information processing terms and its empirical methods for revealing the
structure of representations and processes. Rather than relying on a priori arguments
about what should or could be done by a single mechanism, we can now empirically
test whether processing about two domains is accomplished by one mechanism or
two. We should not imagine that there is a separate specialization for solving each and
every adaptive problem. Nor should real differences in processing be ignored in a
misguided effort to explain all performance by reference to a single mechanism. As
Einstein once said, “Make everything as simple as possible, but no simpler.”

CONDITIONAL REASONING ABOUT OTHER SOcCIAL DOMAINS

Threats specify a conditional rule (If you don’t do what I require, I will harm you), which
the threatener can violate in two ways: by bluffing or by double-crossing. It appears
that people are good at detecting bluffs and double-crosses on Wason tasks that test
threats (with an interesting sex difference never found for social exchange problems;
Tooby & Cosmides, 1989). However, these violations do not map onto the definition of
cheating and, therefore, cannot be detected by a cheater detection mechanism. This
suggests that reasoning about social contracts and threats is caused by two distinct
mechanisms. (So far, no theory advocating a single mechanism for reasoning about
these two domains has been proposed. Threats are not deontic; see later discussion.)

Also of adaptive importance is the ability to detect when someone is in danger by
virtue of having violated a precautionary rule. These rules have the general form,
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“If one is to engage in hazardous activity H, then one must take precaution R” (e.g., “If you
are working with toxic gases, then wear a gas mask”). Using the Wason task, it has
been shown that people are very good at detecting potential violators of precautionary
rules; that is, individuals who have engaged in a hazardous activity without taking the
appropriate precaution (e.g., those working with toxic gases [P] and those not wearing
a gas mask [not-Q]). Indeed, relative to descriptive rules, precautions show a spike in
performance, and the magnitude of this content effect is about the same as that for
detecting cheaters on social contracts (Cheng & Holyoak, 1989; Fiddick et al., 2000;
Manktelow & Over, 1988, 1990, 1991; Stone et al., 2002).

A system well designed for reasoning about hazards and precautions should have
properties different from one for detecting cheaters, many of which have been tested
for and found (Fiddick, 1998, 2004; Fiddick et al., 2000; Pereyra & Nieto, 2004; Stone
etal., 2002). Therefore, alongside a specialization for reasoning about social exchange,
the human cognitive architecture should contain computational machinery special-
ized for managing hazards, which causes good violation detection on precautionary
rules. Obsessive-compulsive disorder, with its compulsive worrying, checking, and
precaution taking, may be caused by a misfiring of this precautionary system (Boyer &
Liénard, 2006; Cosmides & Tooby, 1999; Leckman & Mayes, 1998, 1999; Szechtman &
Woody, 2004).

An alternative view is that reasoning about social contracts and precautionary rules
is generated by a single mechanism. Some view both social contracts and precautions
as deontic rules (i.e., rules specifying obligations and entitlements) and wonder
whether there is a general system for reasoning about deontic conditionals. More
specifically, Cheng and Holyoak (1985, 1989) have proposed that inferences about
both types of rules are generated by a permission schema, which operates over a larger
class of problems.’

Can positing a permission schema explain the full set of relevant results? Or are
they more parsimoniously explained by positing two separate adaptive specializa-
tions, one for social contracts and one for precautionary rules? We are looking for a
model that is as simple as possible, but no simpler.

SOCIAL CONTRACT ALGORITHMS OR A PERMISSION SCHEMA?
LOOKING FOR DISSOCIATIONS WITHIN THE CLASS OF
PERMISSION RULES (D1, D2, D4)

Permission rules are a species of conditional rule. According to Cheng and Holyoak
(1985, 1989), these rules are imposed by an authority to achieve a social purpose, and
they specify the conditions under which an individual is permitted to take an action.
Cheng and Holyoak speculate that repeated encounters with such social rules cause
domain-general learning mechanisms to induce a permission schema, consisting of four
production rules (see Table 25.2). This schema generates inferences about any
conditional rule that fits the following template: “If action A is to be taken, then
precondition R must be satisfied.”

Social contracts fit this template. In social exchange, an agent permits you to take a
benefit from him or her, conditional on your having met the agent’s requirement.

5 Cheng and Holyoak (1985) also propose an obligation schema, but permission and obligation schemas do
not lead to different predictions on the kinds of rules usually tested (see Cosmides, 1989; Rips, 1994, p. 413).
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Table 25.2
The Permission Schema Is Composed of Four Production Rules?
Rule 1: If the action is to be taken, then the precondition must be satisfied.”
Rule 2: If the action is not to be taken, then the precondition need not be satisfied.
Rule 3: If the precondition is satisfied, then the action may be taken.
Rule 4: If the precondition is not satisfied, then the action must not be taken.

#Cheng and Holyoak, 1985.
bSocial contracts and precautions fit the template of Rule 1:
If the benefit is to be taken, then the requirement must be satisfied.
If the hazardous action is to be taken, then the precaution must be taken.

There are, however, many situations other than social exchange in which an action is
permitted conditionally. Permission schema theory predicts uniformly high perform-
ance for the entire class of permission rules, a set that is larger, more general, and more
inclusive than the set of all social contracts (see Figure 25.5).

On this view, a neurocognitive system specialized for reasoning about social
exchange, with a subroutine for cheater detection, does not exist. According to their
hypothesis, a permission schema causes good violation detection for all permission
rules; social contracts are a subset of the class of permission rules; therefore, cheater
detection occurs as a by-product of the more domain-general permission schema
(Cheng & Holyoak, 1985, 1989).

In contrast, the adaptive specialization hypothesis holds that the design of the
reasoning system that causes cheater detection is more precise and functionally
specialized than the design of the permission schema. Social contract algorithms
should have design features that are lacking from the permission schema, such as
responsivity to benefits and intentionality. As a result, removing benefits (D1, D2)

Permission rules

Social contracts Precaution rules

Figure 25.5 The Class of Permission Rules Is Larger Than, and Includes, Social Contracts
and Precautionary Rules. Many of the permission rules we encounter in everyday life are
neither social contracts nor precautions (white area). Rules of civil society (etiquette, customs,
traditions), bureaucratic rules, corporate rules—many of these are conditional rules that do not
regulate access to a benefit or involve a danger. Permission schema theory (see Table 25.2)
predicts high performance for all permission rules; however, permission rules that fall into the
white area do not elicit the high levels of performance that social contracts and precaution rules
do. Neuropsychological and cognitive tests show that performance on social contracts
dissociates from other permission rules (white area), from precautionary rules, and from the
general class of deontic rules involving subjective utilities. These dissociations would be
impossible if reasoning about social contracts and precautions were caused by a single
schema that is general to the domain of permission rules.
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and/or intentionality (D4) from a social contract should produce a permission rule
that fails to elicit good violation detection on the Wason task.

As Sherlock Holmes might put it, we are looking for the dog that did not bark:
permission rules that do not elicit good violation detection. That discovery would
falsify permission schema theory. Social contract theory predicts functional disso-
ciations within the class of permission rules whereas permission schema theory
does not.

NO BENEFITS, NO SOCIAL EXCHANGE REASONING:
TESTING D1 AND D2

To trigger cheater detection (D2) and inference procedures specialized for interpreting
social exchanges (D1), a rule needs to regulate access to benefits, not actions more
generally. Does reasoning performance change when benefits are removed?

BENEFITS ARE NECESSARY FOR CHEATER DETECTION (D1, D2)

The function of a social exchange for each participant is to gain access to benefits that
would otherwise be unavailable to them. Therefore, an important cue that a condi-
tional rule is a social contract is the presence in it of a desired benefit under the control
of an agent. Taking a benefit is a representational primitive within the social contract
template: If you take benefit B, then you must satisfy requirement R.

The permission schema template has representational primitives with a larger
scope than that proposed for social contract algorithms. For example, taking a benefit is
taking an action, but not all cases of taking actions are cases of taking benefits. As a
result, all social contracts are permission rules, but not all permission rules are social
contracts. Precautionary rules can also be construed as permission rules (although
they need not be; see Fiddick et al., 2000, exp. 2). They, too, have a more restricted
scope: Hazardous actions are a subset of actions; precautions are a subset of preconditions.

Note, however, that there are permission rules that are neither social contracts nor
precautionary rules (see Figure 25.5). This is because there are actions an individual
can take that are not benefits (social contract theory) and that are not hazardous
(hazard management theory). Indeed, we encounter many rules like this in every-
day life—bureaucratic and corporate rules, for example, often state a procedure that
is to be followed without specifying a benefit (or a danger). If the mind has a
permission schema, then people should be good at detecting violations of rules that
fall into the white area of Figure 25.5, that is, permission rules that are neither social
contracts nor precautionary. But they are not. Benefits are necessary for cheater
detection.

Using the Wason task, several labs have tested permission rules that involve no
benefit (and are not precautionary). As predicted by social contract theory, these do
not elicit high levels of violation detection. For example, Cosmides and Tooby (1992;
see also Cosmides et al., 2010) constructed Wason tasks in which the elders (authori-
ties) were creating laws governing the conditions under which adolescents are
permitted to take certain actions. For all tasks, the law fit the template for a permission
rule. The permission rules tested differed in just one respect: whether the action to be
taken is a benefit or an unpleasant chore. The critical conditions compared perform-
ance on these two rules:
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[3] “If one is going out at night, then one must tie a small piece of red volcanic rock
around one’s ankle.”

[4] “If one is taking out the garbage, then one must tie a small piece of red volcanic
rock around one’s ankle.”

A cheater detection subroutine looks for benefits illicitly taken; without a benefit, it
doesn’t know what kind of violation to look for (D1, D2). When the permitted action
was a benefit (getting to go out at night), 80% of subjects answered correctly; when it
was a chore (taking out the garbage), only 44% did so (for details, see Cosmides et al.,
2010). This dramatic decrease in violation detection was predicted in advance by social
contract theory. Moreover, it violates the central prediction of permission schema
theory: that being a permission rule is sufficient to facilitate violation detection. There
are now many experiments showing poor violation detection with permission rules
that lack a benefit (e.g., Barrett, 1999; Beaman, 2002; Cosmides, 1989, exp. 5; Fiddick,
2003; Manktelow & Over, 1991; Platt & Griggs, 1993; for discussion, see Cosmides &
Tooby, 2008b).

This is another dissociation by content, but this time it is within the domain of
permission rules. To elicit cheater detection, a permission rule must be interpreted as
restricting access fo a benefit. It supports the psychological reality of the representa-
tional primitives posited by social contract theory, showing that the representations
necessary to trigger differential reasoning are more content specific than those of the
permission schema.

BENEFITS TRIGGER SOCIAL CONTRACT INTERPRETATIONS (D1)

The Wason experiments just described tested D1 and D2 in tandem. But D1—the claim
that benefits are necessary for permission rules to be interpreted as social contracts—
receives support independent of experiments testing D2, from studies of moral
reasoning. Fiddick (2004) asked subjects what justifies various permission rules
and when an individual should be allowed to break them. The rules were closely
matched for surface content, and context was used to vary their interpretation. The
permission rule that lacked a benefit (a precautionary one) elicited different judgments
from permission rules that restricted access to a benefit (the social contracts). Whereas
social agreement and morality, rather than facts, were more often cited as justifying
the social contract rules, facts (about poisons and antidotes) rather than social
agreement were seen as justifying the precautionary rule. Whereas most subjects
thought it was acceptable to break the social contract rules if you were not a member of
the group that created them, they thought the precautionary rule should always be
followed by people everywhere. Moreover, the explicit exchange rule triggered very
specific inferences about the conditions under which it could be broken: Those who
had received a benefit could be released from their obligation to reciprocate, but only by
those who had provided the benefit to them (i.e., the obligation could not be voided by a
group leader or by a consensus of the recipients themselves). The inferences subjects
made about the rules restricting access to a benefit follow directly from the grammar of
social exchange laid out in social contract theory (Cosmides & Tooby, 1989). These
inferences were not—and should not—be applied to precautionary rules (see also
Fiddick et al., 2000). The presence of a benefit also predicted inferences about emo-
tional reactions to seeing someone violate a permission rule: Social contract violations
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were thought to trigger anger whereas precautionary violations were thought to
trigger fear (Fiddick, 2004). None of these dissociations within the realm of permission
rules are predicted by permission schema theory.

INTENTIONAL VIOLATIONS VERSUS
INNOCENT MISTAKES: TESTING D4

Intentionality plays no role in permission schema theory. Whenever the action has
been taken but the precondition has not been satisfied, the permission schema should
register that a violation has occurred. As a result, people should be good at detecting
violations of permission rules, whether the violations occurred by accident or by
intention. In contrast, social contract theory predicts a mechanism that looks for
intentional violations (D4).

Program designs that cause unconditional helping are not evolutionarily stable
strategies. Conditional helping can be an ESS because cheater detection provides a
specific fitness advantage unavailable to unconditional helpers: By identifying cheaters,
the conditional helper can avoid squandering costly cooperative efforts in the future on
those who, by virtue of having an alternative program design, will not reciprocate. This
means the evolutionary function of a cheater detection subroutine is to correctly connect
an attributed disposition (to cheat) with a person (a cheater). It is not simply to recognize
instances wherein an individual did not get what he or she was entitled to. Violations of
social contracts are relevant only insofar as they reveal individuals disposed to cheat—
individuals who cheat by design, not by accident. Noncompliance caused by factors
other than disposition, such as accidental violations and other innocent mistakes, does
not reveal the disposition or design of the exchange partner. Accidents may result in
someone being cheated, but without indicating the presence of a cheater.

Therefore, social contract theory predicts an additional level of cognitive special-
ization beyond looking for violations of a social contract. Accidental violations of
social contracts will not fully engage the cheater detection subroutine; intentional
violations will (D4).

A DIssOCIATION FOR SocIAL CONTRACTS

Given the same social exchange rule, one can manipulate contextual factors to
change the nature of the violation from intentional cheating to an innocent mistake.
One experiment, for example, compared a condition in which the potential rule
violator was inattentive but well meaning to a condition in which she had an incentive
to intentionally cheat. Varying intentionality caused a radical change in performance,
from 68% correct in the intentional cheating condition to 27% correct in the
innocent mistake condition (Cosmides et al, 2010; supports D4; disconfirms
B1-B8). Fiddick (1998, 2004) found the same effect (as did Gigerenzer & Hug,
1992, using a different context manipulation).

In both scenarios, violating the rule would result in someone being cheated, yet
high performance occurred only when being cheated was caused by a cheater.
Cosmides et al. (2010; see also Barrett, 1999) conducted a series of parametric studies

® Mistakes can be faked, of course. Too many by a given individual should raise suspicion, as should a single
mistake that results in a very large benefit. Although this prediction has not been tested yet, we would expect
social contract algorithms to be sensitive to these conditions.
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to find out whether the drop in performance in the innocent mistake condition was
caused by the violator’s lack of intentionality (D4) or by the violator’s failure to benefit
from her mistake (D2; see earlier discussion, on the necessity of benefits to elicit cheater
detection). They found that both factors independently contributed to the drop,
equally and additively. Thus, the same decrease in performance occurred whether
(1) violators would benefit from their innocent mistakes, or (2) violators wanted to
break the rule on purpose but would not get the benefit specified in the rule by doing
so. For scenarios missing both factors (i.e., accidental violations that do not benefit the
violator), performance dropped by twice as much as when just one factor was missing.
That is, the more factors relevant to cheater detection are removed, the more
performance drops.

In bargaining games, experimental economists have found that subjects are
twice as likely to punish defections (failures to reciprocate) when it is clear that
the defector intended to cheat as when the defector is a novice who might have
simply made a mistake (Hoffman, McCabe, & Smith, 1998). This provides
interesting convergent evidence, using entirely different methods, for the claim
that programs causing social exchange distinguish between mistakes and inten-
tional cheating.

No DIssOCIATION FOR PRECAUTIONS

Different results are expected for precautionary rules. Intentionality should not
matter if the mechanisms that detect violations of precautionary rules were designed
to look for people in danger. For example, a person who is not wearing a gas mask
while working with toxic gases is in danger, whether that person forgot the gas
mask at home (accidental violation) or left it home on purpose (intentional viola-
tion). That is, varying the intentionality of a violation should affect social exchange
reasoning but not precautionary reasoning. Fiddick (1998, 2004) tested and con-
firmed this prediction: Precautionary rules elicited high levels of violation detection
whether the violations were accidental or intentional, but performance on social
contracts was lower for accidental violations than for intentional ones. This func-
tional distinction between precautionary and social exchange reasoning was
predicted in advance based on the divergent adaptive functions proposed for these
two systems.

ELIMINATING PERMISSION SCHEMA THEORY (B4)

The preceding results violate central predictions of permission schema theory.
According to that theory, (1) all permission rules should elicit high levels of violation
detection, whether the permitted action is a benefit or a chore; and (2) all permission
rules should elicit high levels of violation detection, whether the violation was
committed intentionally or accidentally. Both predictions fail. Permission rules fail
to elicit high levels of violation detection when the permitted action is neutral or
unpleasant (yet not hazardous). Moreover, people are bad at detecting accidental
violations of permission rules that are social contracts. Taken together, these results
eliminate the hypothesis that the mind contains or develops a permission schema of
the kind postulated by Cheng and Holyoak (1985, 1989).
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ErmviNaTING CoNTENT-FREE DEONTIC LOGICs (B6)

The same results also falsify hypothesis B6: that cheater detection on social contracts
is caused by a content-free deontic logic (for discussion of this possibility, see
Manktelow & Over, 1987; Cosmides & Tooby, 2008a). All the benefit and intentionality
tests described in this section involved deontic rules, but not all elicited high levels of
violation detection.

This same set of results also defeats a related claim by Fodor (2000): that “the
putative cheater detection effect on the Wason task is actually a materials artifact” (p.
29). This sweeping conclusion is predicated on the (mistaken) notion that the only
evidence for cheater detection comes from experiments in which the control problems
are indicative (i.e., descriptive) conditional rules (a curious mistake because it is
refuted by experiments with deontic controls, which are presented in the single source
Fodor cites: Cosmides & Tooby, 1992). According to Fodor, reasoning from a deontic
conditional rule that is stipulated to hold is more likely to elicit violation detection than
reasoning about a rule whose truth is in question (even though in both cases the
individual is asked to do the same thing: look for rule violations). Fodor’s explanation
for this purported difference is deeply flawed (among other things, it assumes what it
seeks to explain; see Cosmides & Tooby, 2008a, 2008b). But instead of disputing
Fodor’s reasoning, let us consider whether his artifact explanation can account for the
cheater detection results observed. After all, there are many experiments comparing
reasoning on social contracts to reasoning about other deontic conditionals.

According to Fodor, high levels of violation detection will be found for any deontic
rule that specifies what people are (conditionally) required to do (because all involve
reasoning with the law of contradiction). All the permission rules described earlier had
precisely this property, all were stipulated to hold, and, in every case, subjects were
asked to reason from the rule, not about it. If Fodor’s artifact hypothesis was correct,
all of these rules should have elicited good violation detection. But they did not.
Violation detection was poor when the deontic rule lacked a benefit; it was also poor
for social contract rules when the potential violator was accused of making innocent
mistakes rather than intentional cheating. This pattern is predicted by social contract
theory, but not by Fodor’s hypothesis that reasoning from a deontic conditional rule is
sufficient to elicit good violation detection.

B5—that social contract rules elicit good performance merely because we understand
what implications follow from them (e.g., Almor & Sloman, 1996)—is eliminated by the
intention versus accident dissociation. The same social contract rule—with the same
implications—was used in both conditions. If the rule’s implications were understood in
the intention condition, they also should have been understood in the accident condi-
tion. Yet the accident condition failed to elicit good violation detection. Understanding
the implications of a social contract may be necessary for cheater detection (Fiddick etal.,
2000), but the accident results show this is not sufficient.

In short, it is not enough to admit that moral reasoning, social reasoning, or deontic
reasoning is special: The specificity of design for social exchange is far narrower in scope.

A NEUROPSYCHOLOGICAL DISSOCIATION BETWEEN
SOCIAL CONTRACTS AND PRECAUTIONS

Like social contracts, precautionary rules are conditional, deontic, and involve sub-
jective utilities. Moreover, people are as good at detecting violators of precautionary
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rules as they are at detecting cheaters on social contracts. This has led some to
conclude that reasoning about social contracts and precautions is caused by a single,
more general mechanism (e.g., general to permissions, to deontic rules, or to deontic
rules involving subjective utilities; Cheng & Holyoak, 1989; Manktelow & Over,
1988, 1990, 1991; Sperber et al., 1995). Most of these one-mechanism theories are
undermined by the series of very precise, functional dissociations between
social exchange reasoning and reasoning about other deontic permission rules
(discussed earlier). But a very strong test, one that addresses all one-mechanism
theories, would be to find a neural dissociation between social exchange and
precautionary reasoning.

ONE MECHANISM OR Two?

If reasoning about social contracts and precautions is caused by a single mechanism,
then neurological damage to that mechanism should lower performance on both types
of rule. But if reasoning about these two domains is caused by two functionally distinct
mechanisms, then it is possible for social contract algorithms to be damaged while
leaving precautionary mechanisms unimpaired, and vice versa.

Stone et al. (2002) developed a battery of Wason tasks that tested social contracts,
precautionary rules, and descriptive rules. The social contracts and precautionary
rules elicited equally high levels of violation detection from normal subjects (who got
70% and 71% correct, respectively). For each subject, a difference score was calculated:
percentage correct for precautions minus percentage correct for social contracts. For
normal subjects, these difference scores were all close to zero (Mean = 1.2 percentage
points, SD =11.5).

Stone and colleagues (2002) administered this battery of Wason tasks to R. M., a
patient with bilateral damage to his medial orbitofrontal cortex and anterior temporal
cortex (disconnecting both amygdalae). R. M.’s performance on the precaution prob-
lems was 70% correct: equivalent to that of the normal controls. In contrast, his
performance on the social contract problems was only 39% correct. R. M.’s difference
score (precautions minus social contracts) was 31 percentage points. This is 2.7 standard
deviations larger than the average difference score of 1.2 percentage points found for
control subjects (p <.005). In other words, R. M. had a large deficit in his social contract
reasoning, alongside normal reasoning about precautionary rules.

Double dissociations are helpful in ruling out differences in task difficulty as a
counterexplanation for a given dissociation (Shallice, 1988), but here the tasks
were perfectly matched for difficulty. The social contracts and precautionary rules
given to R. M. were logically identical, posed identical task demands, and were
equally difficult for normal subjects. Moreover, because the performance of the
normal controls was not at ceiling, ceiling effects could not be masking real
differences in the difficulty of the two sets of problems. In this case, a single disso-
ciation licenses inferences about the underlying mental structures. R. M.’s
dissociation supports the hypothesis that reasoning about social exchange is
caused by a different computational system than reasoning about precautionary
rules: a two-mechanism account.

Although tests of this kind cannot conclusively establish the anatomical location of
a mechanism, tests with other patients suggest that damage to a circuit connecting
anterior temporal cortex to the amygdalae was important in creating R. M.’s selective
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deficit.” Recent functional imaging (fMRI) studies also support the hypothesis that
social contract reasoning is supported by different brain areas than precautionary
reasoning, and imply the involvement of several brain areas in addition to temporal
cortex (Ermer, Guerin, Cosmides, Tooby, & Miller, 2006; Fiddick, Spampinato, &
Grafman, 2005; Reis, Brackett, Shamosh, Kiehl, Salovey, & Gray, 2007; Wegener, Lund,
Hede, Ramsgy, Baaré, & Paulson, 2004).

ELIMINATING ONE-MECHANISM HYPOTHESES (B6—B8; B1-B4)

Every alternative explanation of cheater detection proposed so far claims that
reasoning about social contracts and precautions is caused by the same neurocognitive
system. R. M.’s dissociation is inconsistent with all of these one-mechanism accounts.
These accounts include mental logic (Rips, 1994), mental models (Johnson-Laird &
Byrne, 1991), decision theory/optimal data selection (Kirby, 1994; Oaksford & Chater,
1994), permission schema theory (Cheng & Holyoak, 1989), relevance theory (Sperber
etal., 1995),° and Manktelow and Over’s (1991, 1995) view implicating a system that is
general to any deontic rule that involves subjective utilities. (For further evidence
against relevance theory, see Fiddick et al.,, 2000; for further evidence against
Manktelow & Over’s theory, see Fiddick & Rutherford, 2006.)

Indeed, no other reasoning theory even distinguishes between precautions and
social contract rules; the distinction is derived from evolutionary-functional analyses
and is purely in terms of content. These results indicate the presence of a very narrow,
content-sensitive cognitive specialization within the human reasoning system.

PRECOCIOUS DEVELOPMENT OF SOCIAL EXCHANGE REASONING

Children understand what counts as cheating on a social contract by age 3 (Harris &
Nunez, 1996; Harris, Nufnez, & Brett, 2001; Nufez & Harris, 1998&1).9 This has been
shown repeatedly in experiments by Harris and Ntfez using an evaluation task: a
task in which the child must decide when a character is violating a rule. Consider, for
example, a story in which Carol wants to ride her bicycle but her mom says, “If you
ride your bike, then you must wear an apron.” This rule restricts access to a benefit
(riding the bike) based on whether the child has satisfied an arbitrary requirement. The
child is then shown four pictures (Carol riding the bike wearing an apron, Carol riding
without an apron, Carol wearing an apron but not riding, and Carol not riding or
wearing an apron) and asked to choose the picture in which Carol is doing something
naughty. British 3-year-olds chose the correct picture (Carol riding the bike with no
apron) 72% to 83% of the time; 4-year-olds, 77% to 100% of the time (Harris & Ntfiez,
1996; Harris et al., 2001; Nafiez & Harris, 1998a). These performance levels were found

7 Stone et al. (2002) tested two other patients with overlapping but different patterns of brain damage. R. B.
had more extensive bilateral orbitofrontal damage than R. M., and had some anterior temporal damage as
well, but his right temporal pole was largely spared (thus he did not have bilateral disconnection of the
amygdalae): His scores were 85% correct for precautions and 83% correct for social contracts. B. G. had
extensive bilateral temporal pole damage compromising (though not severing) input into both amygdalae,
but his orbitofrontal cortex was completely spared: He scored 100% on both sets of problems.

8 For a full account of the problems relevance theory has explaining social contract reasoning, see Fiddick
et al., 2000.

? Younger children have not been tested yet.
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whether the social contract emanated from the mother or was a consensual swap
between two children; that is, the rule did not have to be imposed by an authority
figure. A variety of tests showed that, for social contracts, children understood that
taking the benefit was conditional on meeting the requirement. They were not merely
looking for cases in which the requirement was not met; they were looking for cases in
which the benefit was taken and the requirement was not met. The same effects were
found for preschoolers from the United Kingdom, Colombia, and (with minor
qualifications) rural Nepal.

The performance of the preschoolers was adultlike in other ways. Like adults, the
preschoolers did well whether the social contract was familiar or unfamiliar. Also like
adults, intentionality mattered to the children. Nifiez and Harris (1998a) varied
(1) whether the character had taken the benefit or not and (2) whether the character
had failed to fulfill the requirement by accident or deliberately. Children were far more
likely to say the character had been naughty when the breach was intentional rather
than accidental. Four-year-olds deemed social contract violations naughty 81% of the
time when they were intentional versus 10% of the time when they were accidental; for
3-year-olds, the figures were 65% versus 17%, respectively. Children also could match
emotions to outcomes for reciprocal exchanges: Given an agreement to swap, they
understood that the victim of cheating would feel upset, and that both children would
be happy if the swap was completed (Ntnez, 2011).

Moreover, the children tested by Harris and Ntufiez (1996) showed the same
dissociation between social contract and descriptive rules as adults: 3- to 4-year-
olds chose the correct violation condition only 40% of the time for descriptive rules but
72% to 83% of the time for social contracts. By age 5, children could solve a full-array
Wason selection task when the rule was a social contract (Nunez & Harris, 1998b;
performance limitations, rather than competence problems, interfered with the Wason
performance of the preschoolers).'

CROSS-CULTURAL INVARIANCES AND DISSOCIATIONS IN
SOCIAL EXCHANGE REASONING

Cognitive neuroscientists have long been aware that neural dissociations are useful for
elucidating mental structure. But cultural dissociations may provide a uniquely
informative source of converging evidence. Because the ontogenetic experience of
people in different cultures varies widely, cross-cultural studies allow one to see
whether differences in ontogenetic experience are associated with differences in
mental structure.

Most psychologists and anthropologists believe that high-level cognitive compe-
tences emerge from general-purpose cognitive abilities trained by culturally specific
activities, rather than as part of our evolved, reliably developing, species-typical
design. That cheater detection should be well developed across cultures is a falsifiable

19 Although the definitive experiments have not yet been done, existing evidence suggests that preschoolers
also understand violations of precautionary rules. The rules used by Harris and Nifiez (1996) fell into two
categories: pure social contracts (“arbitrary permissions” and “swaps,” in their terminology) and hybrid
rules (ones that can be interpreted either as social contracts or precautionary). The hybrids were rules that
restricted access to a benefit on the condition that a precaution was taken, for example, If you play outside, you
must wear a coat (to keep warm). Cummins (1996) tested a more purely precautionary rule, but the context
still involved restrictions on access to a benefit (playing outside).
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prediction of the evolutionary account, which posits that this competence should be
distributed in a species-typical, human universal fashion. More precisely, because
detecting cheaters is necessary for social exchange to be an ESS, the development of
cheater detection should be buffered against cultural variation and, therefore, be
uniform. In contrast, the development of ESS-irrelevant aspects of performance (e.g.,
interest in acts of generosity) is under no selection to be uniform across cultures and
should, therefore, be free to vary with cultural circumstance.

Sugiyama et al. (2002) tested these predictions among the Shiwiar, a hunter-
horticultural population in a remote part of the Ecuadorian Amazon. Good cheater
detection had already been established in the United States, Europe, Hong Kong,
and Japan. But adults in advanced market economies engage in more trade—
especially with strangers—than people who hunt and garden in remote parts of
the Amazon. Anonymity facilitates cheating; markets increase the volume of
transactions experienced by each individual. If no evolved specialization is
involved—that is, if general-purpose processes induce a cheater detection sub-
routine through repeated experience with cheating—then this subroutine might
not be found outside the Western world.

The Shiwiar were raised and continue to live in a culture as different from that of
American college students as any on the planet. Nevertheless, Shiwiar were just as
good at detecting cheaters on Wason tasks as Harvard undergraduates were
(Figure 25.6). For cheater-relevant cards, the performance of Shiwiar hunter-
horticulturalists was identical to that of Harvard students. Shiwiar differed only in
that they were more likely to also show interest in cheater-irrelevant cards—the ones
that could reveal acts of generosity. (Their excellence at cheater detection did not result
from indiscriminate interest in all cards. Controlling for logical category, Shiwiar were
more than twice as likely to choose a card when it was cheater-relevant than when it
was not; p < .005.) In short, there was no dissociation between cultures in the parts of
the mechanism necessary to its performing its evolved function. The only “cultural
dissociation” was in ESS-irrelevant aspects of performance.

Is cheater detection invariant because the sociocultural experience of Shiwiar
and American subjects is too similar to cause differences in reasoning perform-
ance? Clearly not; if that were true, the two populations would perform identi-
cally on cheater-irrelevant cards as well as on cheater-relevant ones. That did not
happen.

This is the only research we know of to show identical performance across very
different cultural groups on those aspects of a reasoning problem that are relevant to
a cognitive adaptation functioning as an evolutionarily stable strategy, yet different
performance on those aspects that are irrelevant to the adaptation functioning as an
ESS. That performance in detecting cheaters was invariant across very disparate
cultural settings suggests that the brain mechanism responsible is a reliably devel-
oping neurocognitive system. That is, its development is canalized in a way that
buffers it against idiosyncratic variations in ontogenetic experience.

DOES DOMAIN-GENERAL LEARNING BUILD THE SPECIALIZATION
FOR SOCIAL EXCHANGE?

The empirical evidence reviewed earlier strongly supports the claim that reasoning
about social exchange is caused by neurocognitive machinery that is specialized for



656 Groupr LivING: COOPERATION AND CONFLICT

100 Standard Switched Standard Switched .
M Shiwiar

90 1 Harvard

80 -

70 4

60 -
€ Standard Switched Standard Switched
[0
© 50 A
(0]
o

40 1

30 -

20

10

0 .
Not-Q  Not-P Not-P  Not-Q
Beneflt Accepted Benefit Not Accepted
Requirement Not Met Requirement Met
Cheater Relevant Cards Cheater Irrelevant Cards

Figure 25.6 Performance of Shiwiar Hunter-Horticulturalists and Harvard Undergraduates on
Standard and Switched Social Contracts (percent of subjects choosing each card). There was
no difference between the two populations in their choice of cheater relevant cards (benefit
accepted, requirement not satisfied). They differed only in their choice of cheater-irrelevant
cards (Shiwiar showing more interest in cards that could reveal acts of generosity or fair play).
Shiwiar high performance on cheater-relevant cards is not caused by indiscriminate interest in
all cards. Holding logical category constant, Shiwiar always chose a card more frequently when
it was relevant to cheater detection than when it was not. This can be shown by comparing
performance on standard versus switched social contracts (e.g., the P card is cheater-relevant
for a standard social contract, but not for a switched one; see Figure 25.4).

this function in adults: social contract algorithms. This conclusion was supported not
just by evidence from Wason tasks but also from experimental economics games,
moral reasoning protocols, emotion attribution tasks, and developmental studies.
What makes the Wason results particularly interesting, however, is that the Wason
task requires information search. The Wason results indicate the presence of a
subroutine that is narrowly specialized for seeking out information that would reveal
the presence of cheaters. This subroutine is not designed to seek out information that
would reveal the presence of cheating (when this occurs by mistake), or permission
violations, or violations in general.

But how was this very precisely designed computational specialization produced?
Are the developmental mechanisms that build social contract algorithms domain-
specific and specialized for this function? Or are social contract specializations in
adults built by domain-general learning mechanisms?
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If computational specializations for social exchange are acquired via some general-
purpose learning process, then we should not claim that the specialization is an
evolved adaptation for social exchange. Instead, the social exchange specialization
would be the product of a learning mechanism that evolved to solve a different,
perhaps more general, adaptive problem.

GENERAL PURPOSE LEARNING Is A NONSTARTER

Evidence of an adaptive specialization in the adult human mind often meets the
following rejoinder: Although the adult mechanism is specialized, the mechanisms
that built it are not—the adult specialization was acquired via a general purpose
learning process (e.g., Elman et al., 1996; Gauthier & Tarr, 2002; Orr, 2003; Rumelhart &
McClelland, 1986; for discussion, see Duchaine, 2001; Duchaine, Yovel, Butterworth, &
Nakayama, 2006; Pinker, 2002; Tooby & Cosmides, 1992).

There is a fundamental problem with this view: No general purpose learning
process is known to science (Gallistel, 2000). This is not because scientists are in the
dark about animal learning. Learning processes specialized for solving specific
adaptive problems have been found in many species, including dead reckoning in
desert ants, learned food aversions in rats, star navigation in birds, snake fear in
primates, and language acquisition in humans (Gallistel, 1990, 2000; Garcia, 1990;
Garcia & Koelling, 1966; Mineka & Cook, 1993; Pinker, 1994). Indeed, even classical
conditioning, considered by many to be the premier example of general purpose
learning, is anything but (Staddon, 1988). The empirical evidence shows that this form
of learning is adaptively specialized for a specific computational task common in
foraging and predator avoidance: multivariate nonstationary time series analysis
(Gallistel & Gibbon, 2000).

Classical and operant conditioning are adaptive specializations, but it is true that
they operate over inputs from many different domains (i.e., they are somewhat
content-general). So let us reframe the rejoinder thus: Are adult specializations for
reasoning about social exchange acquired via classical or operant conditioning?

At the root of operant and classical conditioning is the ability to respond
contingently to reward and punishment (Gallistel & Gibbon, 2000; Staddon,
1988). Social exchange entails such contingencies: I offer to provide a benefit to
you, contingent on your satisfying a requirement that I specify. I impose that
requirement in the hope that your satisfying it will create a situation that benefits
me in some way.

Yet the ability to respond contingently to reward and punishment is not sufficient
for social exchange to emerge in a species. All animal species can be classically and
operantly conditioned (Staddon, 1988), but few species engage in social exchange.
If classical and/or operant conditioning caused the acquisition of social exchange
specializations, then social exchange should be zoologically widespread. The fact
that it is so rare means that it is not the consequence of any behavior-regulation or
learning process that is zoologically common.

Although reciprocity is rare in the animal kingdom, it is found in a number of
nonhuman primate species (Brosnan & de Waal, 2003; de Waal, 1989, 1997a, 1997b;
de Waal & Luttrell, 1988). Its presence in other primates means that social exchange
behavior can arise in the absence of language. This means the conditioning hypoth-
esis cannot be rescued by arguing that the development of social exchange requires
the joint presence of language and conditioning mechanisms.
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StaNDARD Economic MopgLs CaNNOT ExpLAIN THE ResuLTs (B9)

Can the development of neurocognitive specializations for reasoning about social
exchange be accounted for by the fact that reciprocity is economically advantageous?
An economic folk theory exists and was articulated by Orr (2003, p. 18):

Anevolutionary psychologist might counter that the fact that a behavior conforms so closely
to what’s expected of an adaptive one is evidence that it’s a bona fide biological adaptation.
And here we arrive at another problem. For the same logic that makes a behavior
evolutionarily advantageous might also make it “economically” advantageous . . ..
The point is that when evolutionary and economic considerations yield the same prediction,
conformity to Darwinian predictions cannot be taken as decisive.

This would be a good point if economists had a theory of the computations that give
rise to economic learning and decision making. But they do not. Having no account of
how economic reasoning is accomplished, economists have relied on a Homo eco-
nomicus (economic man) model, an as if approach. According to Homo economicus
models, people reason as if they were equipped with neurocognitive mechanisms that
compute (in some as yet unspecified way) the subjective expected utility of alternative
actions, and choose the one that maximizes personal utility (Savage, 1954).

Homo economicus models make very precise predictions about the choices people
should make when engaging in social exchange and other economic games. Contrary
to Orr’s assumption, however, these economic models and the evolutionarily func-
tional theory of social exchange make different predictions about human behavior
(Delton, Krasnow, Cosmides, & Tooby, 2011; Hoffman, McCabe, & Smith, 1998). There
is now a large body of results from experimental economics showing that people
rarely behave as the Homo economicus model predicts and that this is not due to
inexperience with the experimental situation—even experienced subjects violate the
model’s predictions (e.g., Fehr & Géchter, 2000a, 2000b; Henrich et al., 2005; Hoffman
et al., 1998; Krasnow, Cosmides, Pedersen, & Tooby, 2012). For example, when given
the opportunity to engage in social exchange, people routinely and systematically
choose to cooperate with others when they would earn a higher payoff by defecting;
they also punish acts of cheating when they would earn more by not doing so. That is,
they cooperate and punish in circumstances, such as the one-shot Prisoners” Dilemma,
where these choices are not utility maximizing (Hoffman et al., 1998). As Hoffman and
colleagues argue, these are precisely the responses one would expect of specializations
designed to operate in small hunter-gatherer bands, where repeated interactions are
the norm and one-shot interactions are rare (for agent-based simulations supporting
this point, see Delton et al., 2011; Krasnow, Delton, Tooby, & Cosmides, 2013). The
results reported earlier on accidental versus intentional violations of social contracts
are also inconsistent with economic prediction. Economic man theories predict
mechanisms that respond to the payoff structure of situations, not to intentions,
and cheating produces the same negative payoff whether it was accidental or
intentional. Thus, a system designed for maximizing utility should detect cheating,
not cheaters. Yet that is not the empirical finding.

Rational or economically advantageous has to refer to some kind of reasoning process if
it is to serve as an explanation of anything, and the most completely axiomatized
normative model of rational economic behavior fails to predict or explain the
facts of when humans choose to cooperate and punish, either in social exchange
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(Hoffman et al., 1998) or in public goods games (Fehr & Géchter, 2000a, 2000b; Henrich
et al., 2005; Kurzban, McCabe, Smith, & Wilson, 2001). Because the facts of social
exchange reasoning and behavior contradict central predictions of this standard
economic model, this economic by-product hypothesis cannot explain the features
of the neurocognitive specialization found in adults, or the development of these
features (B9 eliminated). In light of this failure, a number of economists are turning
to evolutionary psychological accounts of social exchange and judgment under
uncertainty to explain human economic behavior (Gigerenzer & Selten, 2001; Hoffman
et al., 1998; Romer, 2000).

STATISTICAL LEARNING AND CONTENT-FREE INDUCTIVE INFERENCE:
More DoGs THAT Do Not Bark (B10)

Various accounts of inductive learning have been proposed: Bayesian learning
machines, connectionist systems that compute a multiple regression, contingency
calculators. Some posit highly domain-specific, inductive learning systems (e.g.,
Marcus, 2001; Staddon, 1988), but most do not (e.g., Elman et al., 1996; Quartz &
Sejnowski, 1997).

The domain-general proposals foreground the role of content-blind inductive
inference procedures in the construction of mental content."' These extract statistical
relationships from patterns that are objectively present in the external world. Indeed,
they are constrained to do so: The world is the only source of content for these
statistical learning mechanisms. As a result, we should see certain dogs barking. For
example, 20th-century Chicago schoolchildren should fear things that are dangerous
to children living in 20th-century urban Chicago—electric sockets, cars, streets, hot
stoves. The content of their fears should reflect the frequency and statistical distribu-
tion of dangers in the modern world because it was constructed by content-free
mechanisms operating on information derived from these distributions.

By contrast, domain-specific learning mechanisms are content rich: They allow
inferences that go beyond the information given, so the mental content constructed
may be richer than (or merely different from) the statistical distribution of information in
the external world of individual experience. For example, when asked what they are most
afraid of, Chicago schoolchildren name lions, tigers, wild animals, “monsters” (danger-
ous but unspecified animal or humanlike creatures), snakes, and spiders (Maurer, 1965).
The content of their fears reflects the statistical distribution of dangers in an ancestral
world they have never experienced (Marks, 1987). It does not reflect the statistical
distribution of dangers in urban Chicago—that is, the modern dogs are not barking.

People reliably develop—apparently by age 3—social contract algorithms with the
properties discussed in this review. These properties make that neurocognitive system
very good at solving an adaptive problem of the ancestral world: seeking out
information that would reveal cheaters. We know there is good design for this
ancestral problem because very precise patterns of dissociations by content—both
functional and neural—were predicted in advance of their discovery on the basis of
ESS analyses applied to the behavioral ecology of hunter-gatherers. However,

! Attentional biases (e.g., for faces) play a role in some of the domain-general theories (e.g., Elman et al.,
1996), but these are thought to be few in number and, crucially, to not contain the mental content that is
eventually constructed (the source of which is patterns in the world).
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statistical learning theories cannot even retrodict this pattern of dissociations (let alone
predict them in advance).

The explanatory variables that drive statistical learning are experience, repetition,
and their consequence, familiarity. If these variables caused the development of
reasoning specializations, we should observe a different set of reasoning specializations
than are found, including ones that produce good violation detection for permission
rules and even descriptive ones. But these modern dogs are not barking either.

Where Is the Specialization for Finding Violations of Descriptive Rules? Descriptive
rules are not rare, exotic occurrences. They are claims about how the world works,
commonplaces of everyday conversation (If you wait until November, the clinic will be out
of flu shots. If she eats hot chili, she likes a cold beer. If you use that pan, the casserole will stick.
If you wash with bleach, your clothes will be whiter.). Actions are more likely to succeed
when they are based on true rather than false information, so violations of these claims
should be salient. Consistent with this, people do know what counts as a violation:
They can tell you that cases in which P happens but Q does not violate a descriptive
rule, even when the rule is abstract or unfamiliar (Manktelow & Over, 1987).

But this knowledge does not translate into efficacious information search. Although
people recognize violations of descriptive rules when they occur, they do not seek out
information that could reveal such violations, even when they are explicitly asked to
do so on a Wason task (see instructions for Figure 25.1; for discussion, see Fiddick
et al., 2000; Cosmides & Tooby, 2008a). That is, humans do not reliably develop
reasoning specializations that cause them to look for potential violations of descriptive
rules. This dissociation between people’s knowledge and what information they
search for is found for descriptive rules but not for social contracts. Descriptive rules
are ubiquitous. If experience with a type of rule were sufficient for statistical learning
to build a specialization for information search, then we should observe good violation
detection on Wason tasks using descriptive rules (even unfamiliar ones), just as we do
for social contracts.

Even worse, experience with specific descriptive rules does nothing to improve
performance. Early research using the Wason task explored whether violation detec-
tion for descriptive rules was better when the rule, relation, or any of its terms were
familiar. It was not (Cheng et al., 1986; Cosmides, 1985; Manktelow & Evans, 1979;
Wason, 1983). Furthermore, people who had repeated experience with instances that
violated a particular concrete rule performed no better than people who did not have
these experiences (Manktelow & Evans, 1979). The impotence of repeated experience
with concrete violations is mirrored in the social contract results, where high per-
formance is observed regardless of experience. College students are intimately
familiar with rules restricting access to alcohol (e.g., If you drink beer, then you must
be over 21), and break them regularly, yet Cosmides (1985) found they are no better at
detecting violations of this familiar rule than they are for never-experienced rules
about cassava root and tattoos.

Where Is the Specialization for Finding Violations of Permission Rules? The failure of
statistical learning theories becomes even clearer when we consider that social
exchange rules are but a small subset of all permission rules (which are, in turn, a
subset of deontic rules, which are themselves a subset of all conditional rules). By
class inclusion, humans necessarily have far more experience with permission rules
than with social contracts (legend, Figure 25.5). It was on this basis that Cheng and
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Holyoak (1985, 1989) argued that domain-general inductive processes should pro-
duce the more abstract and inclusive permission schema, rather than social contract
algorithms, and that this schema should operate not only on social contracts but also
on precautionary rules and indeed on any social norm that gives conditional
permission. Yet careful tests showed that the permission schema they predicted
does not exist.

Poor performance in detecting violations of conditional permission rules drawn
from the white zone of Figure 25.5 cannot be explained by claiming that all the
permission rules we happen to encounter are either social contracts or precautions.
Conditional social norms that fit neither category permeate our society (If one eats red
meat, then one drinks red wine. If you live east of Milpas Street, then vote at Cleveland
Elementary School. If the blue inventory form is filled out, file it in the metal bin. See, e.g.,
Cosmides et al., 2010, Exp 2.). Yet we do not develop information search strategies
specialized for detecting violations of such rules.

Where Is the Specialization for Detecting Negative Payoffs?  Statistical learning theorists
might respond by saying that learning occurs in response to negative payoffs (see
Manktelow & Over, 1995, for a related proposal). This view predicts an information
search specialization for detecting when a negative payoff might occur, whether it is
produced by cheating on a social contract or failing to take precautions in hazardous
situations (Manktelow & Over, 1991, 1995).

Fiddick and Rutherford (2006) show that no such specialization exists: Information
search on Wason tasks using social contracts and related rules bears no relationship to
subjects” judgments about which outcomes produce negative payoffs. Moreover,
R. M.’s neural dissociation (preserved search for violations of precautionary rules
with impaired search for cheaters) shows that the mind does not contain a unitary
specialization for detecting negative payoffs.

Where Is the Specialization for Detecting Cheating, Rather Than Cheaters? What if
statistical learning is triggered by negative payoffs, but only within the domain of
social exchange? (This is hardly a domain-general proposal, but never mind.) A person
can be cheated—receive a negative payoff due to the violation of a social exchange
agreement—by accident or by intention. Both kinds of violation damage personal
utility, both are useful to detect, and both require detection if the participant in an
exchange is to get what he or she wants and is entitled to. Moreover, because innocent
mistakes and intentional cheating both result in someone being cheated, situations in
which a person was cheated are statistically more common than situations in which
someone was cheated by a cheater. Hence, this domain-restricted version of statistical
learning predicts the development of an information search specialization that looks
for acts in which someone was cheated, regardless of cause. This specialization would
be easy to engineer: A mechanism that indiscriminately scrutinizes cases in which the
benefit was accepted and cases in which the requirement was not met would reveal
both accidental and intentional violations. But this specialization does not exist: People
are not good at detecting acts of cheating when there is evidence that they occurred by
accident rather than intention.

In contrast, it is specifically the detection of intentional cheaters that makes
contingent exchange evolutionarily stable against exploitation by cheaters (i.e., an
ESS). That people are good at detecting intentional cheating but not accidental
mistakes is a unique prediction of the evolutionary task analysis of exchange.
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Variables That Affect Statistical Learning Do Not Seem to Affect the Development of Cheater
Detection An information search specialization for detecting cheaters reliably devel-
ops across large variations in experience, repetition, and familiarity. For example:

* Precocious performance is neither necessary nor sufficient for sustaining an
adaptationist hypothesis (Cosmides & Tooby, 1997). It is, however, relevant for
evaluating claims of content-free inductive learning because these predict that
the development of reasoning skills will reflect the child’s experience (e.g.,
Markman, 1989). The early age at which children understand social exchange
reasoning undermines the hypothesis that social contract specializations
were constructed by content-independent procedures operating on individual
experience.

* Preschool-age children are not noted for the accuracy and consistency of their
reasoning in many domains, even ones with which they have considerable
experience. For example, many children this age will say that a raccoon can
change into a skunk; that there are more daisies than flowers; that the amount of
liquid changes when poured from a short fat beaker into a tall thin one; that they
have a sister but their sister does not (Boden, 1980; Carey, 1984; Keil, 1989; Piaget,
1950). When reasoning about social exchange, however, preschool-age children
show virtually all the features of special design that adults do.

¢ When a child has had experience in a number of domains, it is difficult to explain
how or why a content-blind statistical learning mechanism would cause the early
and uniform acquisition of a reasoning skill for one of these domains, yet fail to
do so for the others. When one considers that adults have massive experience
with permission rules, yet fail to develop specializations for detecting violations
of this more general and, therefore, more common class, the presence of accurate
cheater detection in 3- and 4-year-olds is even more surprising.

¢ Cultural experience is often invoked as a schema-building factor. Yet, despite a
massive difference in experience with trade and cheating, there was no difference
between Shiwiar and American adults in cheater detection.

Statistical Learning Summary Neither experience, repetition, nor familiarity explain
which reasoning skills develop and which do not, yet they should if specializations
develop via statistical learning. In contrast, the hypothesis that social contract
algorithms were built by a developmental process designed for that function neatly
accounts for all the developmental facts: that cheater detection develops invariantly
across widely divergent cultures (whereas other aspects dissociate); that social
exchange reasoning and cheater detection develop precocially; that the mechanisms
responsible operate smoothly regardless of experience and familiarity; that they detect
cheaters and not other kinds of violators; and that the developmental process results in
a social contract specialization rather than one for more inclusive classes such as
permission rules.

CONCLUSIONS

There are strict standards of evidence for claiming that an organic system is an evolved
adaptation. The system that causes reasoning about social exchange meets these
standards. Reasoning about social exchange narrowly dissociates from other forms of
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reasoning, both cognitively and neurally. The pattern of results reveals a system
equipped with exactly those computational properties necessary to produce an
evolutionarily stable form of conditional helping (as opposed to the many kinds of
unconditional helping that are culturally encouraged). These properties include, but
are not limited to, the six design features discussed herein, all of which were predicted
in advance from the task analyses contained in social contract theory (see Cosmides &
Tooby, 1992, 2008a, 2008b; Fiddick et al., 2000 for others). Importantly, the pattern of
results cannot be explained as a by-product of a reasoning adaptation designed for
some different, or more general, function. Every by-product hypothesis proposed in
the literature has been tested and eliminated as an explanation for social exchange
reasoning (see Table 25.1).

The design of the computational specialization that causes social exchange reason-
ing in adults (and preschoolers) places limits on any theory purporting to account for
its development. No known domain-general process can account for the fact that
social contract specializations with these particular design features reliably develop
across cultures, whereas specializations for more commonly encountered reasoning
problems do not develop at all. Indeed, the social contract specialization has properties
that are better adapted to the small-group living conditions of ancestral hunter-
gatherers than to modern industrial societies. Experience of the world may well be
necessary for its development during ontogeny, but the developmental process
implicated appears to be a domain-specific one, designed by natural selection to
produce an evolutionarily stable strategy for conditional helping.

The simplest, most parsimonious explanation that can account for all the results—
developmental, neuropsychological, cognitive, and behavioral—is that the human
brain contains a neurocognitive adaptation designed for reasoning about social
exchange. Because the developmental process that builds it is specialized for doing
so, this neurocognitive specialization for social exchange reliably develops across
striking variations in cultural experience. It is one component of a complex and
universal human nature.
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CHAPTER 26

Interpersonal Conflict and Violence

MARTIN DALY

AN EVOLUTIONARY PERSPECTIVE ON CONFLICTS OF INTEREST

T I THIS CHAPTER MAKES the case that the discovery and interpretation of basic facts
about conflict and violence can be facilitated by having a sound theory of the
nature of self-interest, and that the requisite theory is necessarily grounded in

the theory of evolution by selection.

The basic facts about conflict and violence to which I refer are social, familial,
demographic, epidemiological, and motivational. Who is more or less likely to come
into conflict with whom, and over what substantive issues? What considerations affect
the intensity of interpersonal disagreements and their potential for violence? Answers
to these questions clearly differ according to specific social relationships—strangers,
same-sex rivals, parent—offspring and other kin relationships, romantic partners,
potential mates, in-laws, and so on—as well as in relation to the parties’ ages, sexes,
social positions, and reproductive histories. The ways in which these variables affect
conflict are consequences, I suggest, of actors’ perceptions of where their interests
reside and of whether the actions and inclinations of others are then experienced as
antagonistic to, or facilitating of, the satisfaction of those perceived interests.

It is essential to be clear about what one means by “interests.” The dictionary
definition that is closest to my meaning here is an “advantage or benefit” to the party
in question (see, e.g., http:/ /www.oxforddictionaries.com/definition /english /interest).
Defining interests in this way justifies the popular evolutionary theoretical equation
of an individual’s interests with the relative replicative success of that individual’s
alleles (loosely, “fitness”), but it also justifies a more psychological interpretation
whereby one’s interests correspond with one’s preferred states, whether fitness-
promoting or not. I will use the term “fitness interests” to refer to the former, evolutionary
meaning, and “perceived interests” (with no implications about conscious awareness)
to refer to the latter, psychological meaning. This distinction is essentially the same as
that which Tinbergen (1963) made between “function” and “cause.”’

! I prefer Tinbergen’s terminology to the currently popular “proximate” versus “ultimate,” because the latter
obscures the fact that both causes and functions can be relatively proximal or distal. A relatively proximal
function of eating, for example, is energy acquisition, while a more distal function is reproduction.
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The cause/function distinction is easily blurred. “Strategy,” for example, is such a
compelling metaphor for adaptively conditional responsiveness within an integrated
hierarchy of functions that it is now used by evolutionists primarily in this functional
sense (e.g., Shuster & Wade, 2003). This is unproblematic when the so-called strategists
arebrainless organisms such as plants (e.g., DeJong & Klinkhamer, 2005), but in its literal
sense, strategy is a causal concept (and moreover one that implies conscious planning),
so “reproductive strategy” is sometimes misunderstood as implying a literal pursuit of
fitness rather than as the pursuit of goals that contributed to ancestral fitness. Trying to
clarify one’s meaning by adding that alleged efforts to “maximize fitness” are “uncon-
scious” doesn’t eliminate the potential for confusion. Consciousness or its absence is
again a meaningful distinction only within the domain of proximate causation.

This sort of failure to carefully distinguish cause from function encourages two
common fallacies. One is that Darwinism entitles us to expect that organisms will do
whatever it takes to maximize their fitness, even in evolutionarily novel circum-
stances. Symons (1987, 1989, 1990) provided a series of critiques of such thinking and
elicited great indignation from Darwinians whose oxen he gored, but his cogent
analysis retains its bite to this day. The second fallacy that often follows from treating
fitness as a goal is to think that because evolutionary explanations invoke fitness
consequences, maladaptive behavior must require some alternative sort of explan-
ation that is “not evolutionary.” The problem here is that maladaptive action and even
extreme psychopathology are the outputs of brains/minds whose evolved structures
and processes generate all behavior. An evolution-minded taxonomy of the sources of
maladaptation is essential (e.g., Baron-Cohen, 1997; Williams & Nesse, 1991). Failures
of adaptation can result not only from brain damage and insanity, but also from
mismatches between adaptations and modern environments, from bad luck in
domains where behavior is successful only on average, from hijackings of the actors’
adaptations by other organisms, and from wasteful intragenomic conflicts (Nesse,
Chapter 43, this volume; Tooby & Cosmides, Chapter 1, this Handbook, this volume).

The point of these cautions is not to deny that perceived interests and fitness interests
often look very much alike. They do, of course, because the former have been shaped
by selection to be means to the end of the latter. Unrelated same-sex individuals who
are competitors for access to limited resources are threats to one another’s fitness and
are therefore apt to respond to one another as rivals. Being cuckolded harms a man’s
expected fitness, and his partner’s sexual infidelities are therefore intensely disliked
(Shackelford, Goetz, LaMunyon, Pham, & Pound, Chapter 15, this Handbook, Volume
1). However, it must never be forgotten that organisms are not seeking fitness in a
literal sense, but simply responding to cues and pursuing goal states that were
statistical predictors of expected fitness consequences in ancestral environments.
Rats in a Skinner box will continue to work for hypothalamic stimulation that has
been divorced from fitness-related outcomes, and vasectomized men will continue to
lust after sexually appealing women.

The fitness interests of two individuals may overlap to varying degrees, or may be
strictly antithetical, and the basic sources of commonality versus conflict of fitness
interests are ancient and enduring. It is thus a reasonable working hypothesis that the
evolved psychology of interpersonal conflict will be responsive to evolutionarily
reliable cues of the extent to which fitness interests are shared, as well as the delimited
contexts or circumstances in which they are shared or in conflict. The genetic
relatedness between two parties, for example, is the most obvious and often the
main determinant of the degree to which their fitness interests overlap, and we are
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therefore justified in postulating positive social responses to cues of genetic related-
ness (e.g., DeBruine, 2002, Hames, Chapter 19, this Handbook, Volume 1; Krupp,
DeBruine, & Jones, 2011). The other primary source of overlapping fitness interests is
the fact that sexual reproduction gives individuals who are not themselves close kin a
shared stake in the welfare of young who are close kin to both, and we are therefore
justified in postulating effects of offspring on the quality of relations between mates,
and between in-laws who are related through a mateship, as well as strong emotional
responses to cues of fidelity and paternity (Shackelford, Goetz, LaMunyon, Pham, &
Pound, this volume).

VIOLENCE AS A WINDOW ON INTERPERSONAL CONFLICT

Intraspecific violence has attracted the attention of evolutionists for a variety of reasons.
The fact that direct aggression is a risky competitive tactic has motivated extensive
theoretical and empirical analysis of the factors that make animals more or less likely to
resort to it (Hardy & Briffa, 2013; Maynard Smith & Price, 1973). Moreover, because
intraspecific violence can be a significant source of mortality in some species, including
human beings in small-scale, nonstate societies like those in which basic human
attributes evolved (P. L. Walker, 2001; R. S. Walker & Bailey, 2013), its selective impacts
warrant investigation. However, this review of the topic, and my own research on
human violence in collaboration with the late Margo Wilson, are motivated not so much
by the possible evolutionary significance of violence itself, as by the fact that it
provides a useful assay of conflict, and a way to test theoretically derived hypotheses
about the factors that affect conflict’s intensity in different relationships.

It is, of course, possible and sometimes illuminating to investigate interpersonal
conflict through its nonviolent manifestations. However, such research programs face
potential threats to validity. Opportunities for direct observation of conflict behavior
are limited, and researchers have relied heavily on questionnaires and interviews, but
data derived from these self-report methods must be interpreted skeptically in any
domain in which issues of social desirability, self-presentation, and self-justification
are prominent. A cautionary example is provided by a large literature on violence
between intimate partners and other family members that has relied on a self-report
tool called the Conflict Tactics Scales (CTS; Straus, 1979). CTS respondents are asked to
affirm or deny that they and their partners or other family members have performed
each of a long list of “acts” in conflict situations within a specified period, usually the
past year. It has long been apparent that the reliability of these measures is poor: When
intimate partners are both tested, the correlations between their accounts of their
respective actions are often negligible (R. P. Dobash, Dobash, Wilson, & Daly, 1992;
Jouriles & O’Leary, 1985; Szinovacz, 1983). It is therefore unsurprising that CTS
research has repeatedly generated “findings” that contradict those based on less
equivocal manifestations of violence and that are almost certainly not valid; examples
include an alleged absence of sex differences in intimate partner violence that is unique
to CTS studies (reviewed and critiqued by R. P. Dobash et al., 1992), and supposedly
identical levels of assaults on children by genetic and stepparents as reported by
Gelles and Harrop (1991; see Daly & Wilson, 2008).

The poor validity of such measures is presumably due mainly to biased self-
presentation. However, there is also some reason to doubt that people have the
introspective ability that they would need to portray their social conflicts accurately,
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even if they were sincerely trying to be forthcoming (Nisbett & Wilson, 1977; Wegner,
2002). For these reasons, self-report data are of limited value in this area.

The experimental methods of behavioral economics afford opportunities for par-
ticipants to select how cooperatively or competitively they will behave toward specific
others in a variety of allocation decisions. To date, the literature on economic games
has been overwhelmingly focused on stranger and/or anonymous interactions
(see, e.g., Plott & Smith, 2008), but the methods are certainly amenable to the study
of participants’ “welfare trade-off ratios” (Cosmides & Tooby, 2013) with various sorts
of relationship partners. The external validity of such methods remains questionable,
however, not only because of the same self-presentation concerns that bedevil self-
report studies, but also because of the likelihood that research participants may often
be motivated to simply maximize joint profits in games played with close social
partners, in the shadow of an expectation of post-experimental reallocation.

Thus, despite the limitations of nonexperimental research, the investigation of
interpersonal solidarity versus conflict must still rely on spontaneous real-world
manifestations thereof, such as legal proceedings, bequests, divorces, and violence.
Unfortunately, none of these manifestations can provide a completely unbiased
window on the real distribution of conflict. The subsets of people who launch civil
lawsuits, who register marriages and divorces, and who die intestate are surely not
random samples of human decision makers, and persons charged with assault are not
a random subset of actual assailants. It is for this reason that Margo Wilson and I were
first drawn to the study of lethal interpersonal violence. It is a truism among
criminologists that homicide is the crime that is least vulnerable to biased detection
and recording. Although there are surely exceptions necessitating continued caution,
by and large the bodies are found and the causes of death are investigated. Consider,
for example, the question of whether child maltreatment is disproportionately perpe-
trated by stepparents. Ina U.S. study, Wilson, Daly, and Weghorst (1980) were the first
researchers to estimate rates of reported physical abuse of children in stepparent-plus-
genetic-parent versus two-genetic-parent, and found a large excess in the former. It is
easy to imagine, however, that stepparents” abusive acts might be especially likely to
be detected or recorded, and for that reason, Wilson and colleagues (1980) noted and
stressed that the differences between household types were much larger in the
relatively rare lethal cases than in nonlethal abuse, a result that is hard to reconcile
with an explanation in terms of biased detection. Greater stepparental overrepresen-
tation in lethal beatings than in nonlethal maltreatment has proven to be a robust
result, and provides some of the best evidence that “Cinderella effects”—elevated
risks at the hands of stepparents—are genuine (Daly & Wilson, 2008).

KINSHIP MITIGATES LETHAL VIOLENCE

According to the leading theory of social evolution, Hamilton’s (1964) inclusive fitness
theory, the fundamental basis of shared fitness interests is genealogical kinship
(Hames, Chapter 19, this Handbook, Volume 1). An obvious hypothesis, then, is
that perceived interests will follow suit and social motives will be effectively “nepo-
tistic.” Creatures cherish close kin because they are vehicles of inclusive fitness and
selection has favored valuing their welfare if they can be identified with any degree of
reliability. The flip side is that we should be more reluctant to harm kin than nonkin.

Bohannan'’s (1960) study of homicides among the Tiv of central Nigeria during the
colonial period provides a nice illustration of such nepotistic restraint. The society was
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strictly patrilocal, such that men’s daily interactions were predominantly with close
patrilineal kin. A highly successful Tiv man might have as many as 20 wives, not all of
whom he could easily guard, and competition among agnates (patrilineal kin) was
intense. But Bohannan was able to show that close kinship typically prevented that
competition from becoming lethal:

In a community in which 83% of the adult males are agnatic kinsmen of one another, the
chances that a woman’s lover will be a kinsman of her husband are obviously extremely
high. . . . Inthe eight cases in which men killed their wives’ lovers, only [two cases] show
any kinship relation between the husband and the lover. Any fieldworker in Tivland
realizes that adulteries between women and their husbands” kinsmen occur frequently.
Tiv do not suggest that such adultery does not occur. They insist, however—and the cases
prove them right—that a wife’s adulteries must not be allowed to disturb relationships
among kinsmen. (Bohannon, 1960, p. 42)

The tendency for patrilineal kinsmen to form political and military alliances that
compete against other patrilineages is of course well known to anthropologists, who
have dubbed such coalitions “fraternal interest groups” (e.g., Gohlen, 1990; Otterbein,
1968). Anti-Darwinians such as Sahlins (1976) have asserted that these practices have
“nothing to do with biology,” and while such arguments prove only their authors’
incomprehension and hostility, there are legitimate questions about the degree to
which fraternal interest groups are effectively nepotistic. How well do clan member-
ships and patronyms serve as proxies for actual relatedness? And does terminological
kinship “crowd out” other potential cues of relatedness in the social and psychological
control of nepotism?

Napoleon Chagnon’s studies of Yanomamé horticulturalists in Venezuela speak to
these issues with unusual clarity. The Yanomamé use an “Iroquois” kinship system, in
which all men who can trace their patrilineage to the same male ancestor at the same
generational depth are called “brother.” But this does not mean they treat their patri-
lateral parallel cousins and their “real” brothers identically. To the contrary, genetic
relatedness as estimated from recited genealogies is a better predictor of who lines up
with whom in a violent conflict situation than is mere kin terminology (Alvard, 2009;
Chagnon, 1981; Chagnon & Bugos, 1979). Relatedly, kin stick together in space. When
Yanomam§ villages grow unmanageably large, disputes arise, mainly over adulteries,
and the villages then “fission,” with each man having to choose in which of the two new
smaller villages he will reside. Because of generations of cross-cousin marriage, virtually
everyone is related to everyone else, often by multiple loops, such that the “correct”
characterization of particular people’s relationships (and hence their entitlements to
marry) may even be contested, and yet it is a striking fact that the average genetic
relatedness of pairs residing in the same village is elevated by a fissioning event
(Chagnon, 1981). In sum, the Yanomamé behave as if they know their degrees of
relatedness to one another more accurately than one could infer from knowing only the
kin terms that dyads use to address one another, and they use that awareness to form
alliances both for protection and for aggressive exploitation of others.

It isn’t only in tribal societies with semichronic warfare between villages that you
might be wise to stick close to your close genetic relatives. In tough times, close kin can
be one’s salvation. Several analyses of the sources of differential mortality in disasters
have reached the conclusion that when mortality rates skyrocket, the density of kin in
your immediate vicinity is a major determinant of your chances of surviving,
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sometimes mattering even more than your age, sex, or wealth (Grayson, 1993, 1996;
McCullough & Barton, 1991). Part of the reason for this—but only part—is that those
people who have no relatives to protect and avenge them are fair game for homicide
and even cannibalism.

In modern mass society, the importance of kinship has surely diminished, so one
might reasonably wonder whether nepotistic biases are still detectable in action.
Decades ago, as newcomers to the study of family violence, Margo Wilson and I were
startled to encounter allegations that close kin relations are routinely violent! Not only
were psychoanalysts seemingly convinced that parricidal and filicidal impulses are
universal components of human nature, but even number-crunching social scientists
were on board. According to the two best-known investigators of family violence in
the United States, for example:

The family is the most frequent locus of all types of violence ranging from slaps, to
beatings, to torture, to murder. Students of homicide are well aware that more murder
victims are members of the same family than any other category of murderer—-victim
relationship . . . In fact, violence is so common in the family that we have said it is at least
as typical of family relations as is love. (Gelles & Straus, 1979, p. 188)

This would be astonishing if it were true. But it is not true. Intrafamilial homicides are
in fact quite rare in the United States, as they are elsewhere (Daly & Wilson, 1982,
1988D).

A small part of the obfuscation here derives from an excessively broad definition
of “family.” Since Wolfgang (1958), mainstream criminologists who partition the
victim—killer relationship have typically recognized just three categories: strangers,
acquaintances, and family members. This taxonomy, extraordinarily naive from an
evolutionary perspective, has persisted through a half century of studies. Some
researchers now at least distinguish “intimate” or “romantic” partners (who almost
always comprise a large majority of “family” victims) from “other relatives,” but this
latter basket category still typically includes the killer’s children, parents, other genetic
kin, step-relations, and in-laws (e.g., Kubrin, 2003). This is of course unsatisfactory
because it conflates relationships that are qualitatively distinct, not only in degrees of
their genetic relatedness, but even in whether they are consanguineal or marital—
distinctions critically important to an evolution-minded theorist. The conflicts
between intimate partners are utterly different in their substance and triggers than
those between other family members, and the same goes for conflicts involving genetic
versus marital relatives, as well as conflicts among the various more specific kinds of
genetic relatives (Daly & Wilson, 1988a, 1988b).

But even if “family” is defined in the encompassing way that most criminologists
thoughtlessly favor, Gelles and Straus’s assertions about its dangers are still clearly
false: Family homicides are not more numerous than those in any and all other
categories of victim—killer relationship. Instead, in the United States and also in the
world as a whole, the two broad categories of stranger homicides and lethal contests
between acquainted nonrelatives both substantially outnumber killings of family
members. According to the FBI's data for the years 2000 through 2010, for example,
marital partners and genetic relatives together comprised fewer than 20% of the
victims of solved U.S. homicides, whereas about a quarter were strangers; more than
half were persons who were known to, but not related to, their killers (Puzzanchera,
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Chamberlin, & Kang, 2013). Moreover, even these numbers almost certainly exag-
gerate the prevalence of family murders. Over 40% of cases remained unsolved and
therefore lack any victim-killer relationship code, and because unsolved homicides
are disproportionately cases that occur in public places rather than homes and that
exhibit evidence of other criminal victimization (especially robbery and gang vio-
lence), itis very likely that they are proportionately more often committed by strangers
and acquaintances than solved homicides.

So homicide is less of a family affair than some would portray it. But how can we
take the matter further? In order to assess whether and to what extent kinship might be
associated with a reduction in lethal conflict, we need some sort of reasonable null
model that would generate an “expected” incidence of related victims under the
assumption that kinship is not relevant. Daly and Wilson (1982, 1988b) tackled this
issue of base rate expectations in two ways. First, they analyzed a set of Detroit
homicides in which victims and their killers resided in the same household, and
generated the required expected values for various relationship categories from
survey-based household composition data for the city. The result was that a homicide
was more than 10 times as likely between genetically unrelated coresiding persons,
regardless of whether they were intimate partners or other nonrelatives such as
roommates, than between coresiding genetic relatives.

Daly and Wilson’s other approach to this issue exploited the fact that some
homicides have multiple perpetrators. The logic was this: Although we cannot
know the base rate of the average individual’s interactions with kin versus nonkin,
we can postulate that if kinship were without effect on conflict versus solidarity, such
that both arise in frequencies proportionate to the availability and intensity of
interactions with others, then the distribution of the social relationships between
those who collaborate in homicide should approximate the distribution of victim-
killer relationships. With that as our null hypothesis, we assembled every data set
containing the requisite information on both co-killer relationships and those between
victims and killers that we could find. The resultant samples represented the urban
United States, several horticultural or agricultural societies, and an historical registry
from late medieval England. In every case, we found that the average relatedness of
collaborative killers greatly exceeded that between killers and their victims. In the U.S.
urban samples and in 13th-century England, for example, the average relatedness
between pairs of co-killers ranged from .08 to .09, and that between killers and victims
between .01 and .03.

In more traditional societies, fraternal closeness entails a bitter irony: Brothers may
be natural allies, but the very fact of close kinship also forces them into intense
rivalries. Not only are close kinsmen likely to be the sole claimants to a title or to the
family farm, but where extensive genealogical links dictate who can and cannot marry
whom, as is often the case in nonstate societies, brothers must find their brides within
the same limited pool of legitimate marriage partners. It is little wonder, then, that
stories of fratricide abound in such societies, often in close association with origin
myths, as exemplified by the story of Cain and Abel. Can fraternal solidarity survive
these social structural pressures? In the analyses described above, the sample included
four strongly patrilocal indigenous peoples in India: the Bison-Horn Maria, Bhil,
Munda, and Oraon. In these societies, as among the Tiv studied by Bohannan, most of
a man’s routine social interactions are necessarily with his agnates. Primogeniture in
land inheritance created fierce rivalries between brothers, and fratricides in these



676 GRrouP LivING: COOPERATION AND CONFLICT

societies constituted about 10% of all homicides. (In contrast, fratricides comprise
about 2% of homicides in modern countries with low homicide rates such as Japan,
and fewer than 1% in the United States; Daly, Wilson, Salmon, Hiraiwa-Hasegawa, &
Hasegawa, 2001.) But even so, men in these patrilineal Indian societies were subs-
tantially less likely to kill close agnates than to join forces with them in lethal quarrels
with other unrelated or distantly related men; whereas the average victim—killer
relatedness for the four societies as a whole was .07, the average relatedness between
collaborating killers was .24.

Citing anthropological and historical sources, Daly and Wilson (1988b) concluded
their discussion of fratricide by suggesting that it became a problem only after the
invention of agriculture led to the inheritance of land. (We were then unable to find
even one account of a fratricide in hunter-gatherer ethnographies, but in a personal
communication in about 1990, Thomas Headland then drew a single such case to our
attention.)

Where the temptation to fratricide really gets out of hand is in the circumstance where
brothers are rivals for a position of enormous value, and yet agnatic kinsmen are not
themselves a crucial source of a man’s power. . . . In a feudal society . . . vassalage
at least partially replaces kinship as a basis of loyalty and power, and rivalrous
power blocs may line up behind related pretenders to the same throne. Here, surely,
is a situation designed to overwhelm brotherly affection, and indeed the history of
royal families in feudal empires is a seemingly endless tale of fraternal bloodletting.
(Daly & Wilson, 1988b, p. 31)

It seems that we underestimated nepotistic restraint, however, for there is now
evidence that it tempered even feudal disputes over royal succession. S. B. Johnson
and Johnson (1991) analyzed the historical struggles among rival claimants to the
Earldom of the Orkney Islands, and found an apparent mitigating effect of close
kinship: When two men had simultaneous claims to rule, brothers were almost always
able to partition the perquisites amicably, whereas a homicide was typically required
to resolve analogous competitions between more distant agnatic kin. Dunbar, Clark,
and Hurst (1995) extended these analyses by showing that the infrequent killings of
agnatic kinsmen occurred only in the context of clear and substantial incentives, quite
unlike killings of nonkin, which were often the dénouements of relatively minor
disputes with little at stake. Analyses of lethal conflict over the English crown tell a
similar story (S. B. Johnson & Johnson, 1991; McCullough, Heath, & Fields, 2006):
Although both near and distant kin were certainly slain in battles over succession,
fratricides, parricides, and filicides were nevertheless inhibited relative to the enthu-
siasm with which aspirant kings went about “culling the cousins.”

INTIMATE PARTNER VIOLENCE

The reasons for solidarity and conflict between opposite-sex mates are peculiar to that
relationship, but as with genetic kinship, those reasons ultimately derive from over-
lapping fitness interests: Sexual reproduction creates a situation in which unrelated
mates combine their prospects for direct fitness, and the young that they produce
constitute a powerful source of shared goals. Couples who are faithful monogamists,
and who engage in little or no nepotistic investment in their distinct collateral
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kindreds, attain a commonality of fitness interests that surpasses that of the closest
nonclonal genetic relatives (Alexander, 1987). This gibes with, and perhaps explains,
the commonplace observation that the tastes, ambitions, and worldviews of long-
standing couples often converge.

Despite this powerful source of shared fitness interests, the solidarity of mates is
easily and often undermined. Your genetic kin are yours for life, and no betrayal can
erase the fact that their reproduction enhances your genetic posterity; that is presum-
ably why the psychology of forgiveness and reconciliation seems to cut kin more slack
than friends. Not so for mateship: If a couple is not sexually monogamous, then that
which enhances one party’s fitness may be systematically damaging to the other
party’s, and this of course explains the peculiar emotional potency of issues related to
infidelity and cuckoldry (Gangestad, Thornhill, & Garver-Apgar, Chapter 14, this
Handbook, Volume 1; Shackelford, Goetz, LaMunyon, Pham, & Pound, Chapter 15, this
Handbook, Volume 1). Unfortunately, fidelity alone cannot eliminate partner conflict.
Even in a population in which couples invest only in joint progeny whose well-being
will contribute equally to both parents” direct fitness, selection will still favor those
parents who shirk and let their partners pay the lion’s share of child rearing costs,
unless two conditions are met: There is absolutely no chance that either partner will
ever remate (e.g., in the event of one’s death) and there is absolutely no chance that
either partner can ever promote his or her inclusive fitness by diverting resources to
nondescendant kin. These conditions are not likely to be met in any pair-forming
biparental species, and they are certainly not met in human beings.

An evolution-minded analysis of the relationship between mates points to at least
the following six, more or less distinct, sources of conflict, many of which clearly match
lay notions of the most important threats to a happy marriage:

. Covert extra-pair fertilization. (The cuckoldry problem.)

. Dependent offspring of prior unions. (The stepchild problem.)

. Nepotistic interests in distinct sets of collateral kin. (The in-law problem.)

. Temptations to free-ride on the partner’s efforts. (The lazy spouse problem.)

. Temptations to sample the mate pool and perhaps upgrade. (The defection
problem.)

. Aspirations to be a polygamist, felt primarily, but not solely, by men. (The
polygamy problem.)
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Except for the sexually asymmetrical risk of cuckoldry, all of these apply in principle to
both women and men, although not necessarily with equal force.

A large majority of the couple conflicts that culminate in a homicide, across the
gamut of human societies, are precipitated by male sexual jealousy, if that term is
defined to encompass men’s resentment of both partner infidelity and partner
desertion (Daly & Wilson, 1988b; Daly, Wilson, & Weghorst, 1982). To the best of
my knowledge, this conclusion has not been contravened. Some authors have
suggested that it was overstated, but the data that supposedly challenge it are
invariably informationally impoverished; for example, it may be noted that the police
coded only a minority of some set of spousal homicides as “jealousy” cases, while a
larger number were coded instead as “arguments” instead, but of course the latter
label is mute about the substance of conflicts. In later writings, we have preferred to
characterize the issue as one of “proprietariness” rather than “jealousy” to focus
attention on men’s tendency to construe wives as property, and hence to react
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similarly to their (suspected) infidelities and their efforts to terminate marriages, both
of which are resented as violations of husbands’ property rights (Wilson & Daly, 1992,
1996, 1998). This conceptualization captured the imagination of many feminist
researchers who had been wary, at best, of evolutionary psychology, and helped
create a space for interdisciplinary dialogue (see, e.g., Campbell, 2012; R. E. Dobash &
Dobash, 2012; H. Johnson, 2012).

To be useful, an evolution-minded analysis of the relationship between mates
should do more than just provide compelling terminology; it should help scientists
generate fruitful new hypotheses. The “stepchild problem” provides an illustrative
case in point. Whereas a couple’s children create a commonality of fitness interests and
therefore facilitate consensus on difficult issues such as the ideal uses of the couple’s
resources, children of former unions have precisely the opposite impact (Daly &
Wilson, 1996). This may seem an obvious hypothesis, but although the presence of
stepchildren had long been known to be associated with elevated rates of divorce
(Becker, Landes, & Michael, 1977; White & Booth, 1985), no one had assessed whether
their presence might also be associated with elevated rates of marital violence before
Daly, Singh, and Wilson (1993) showed that women with children sired by previous
partners were disproportionately heavy users of a women'’s shelter. In a Canadian
study (Daly, Wiseman, & Wilson, 1997), we subsequently showed that such women
also incurred a much greater risk of uxoricide than mothers whose children were all
sired by the current partner, a result that has been replicated in a U.S. sample
(Brewer & Paulsen, 1999). Meanwhile, Jacquelyn Campbell and collaborators were
developing tools to assess the risk that intimate partner violence will escalate to
lethality, a very difficult task because the risk factors for lethal and nonlethal partner
violence are largely the same (Wilson, Johnson, & Daly, 1995). The stepfamily findings
persuaded these researchers to include this measure in their assessment battery, and it
proved to be one of their most useful. Given that a woman has already been a victim of
recurrent physical assaults by her male partner, the evidence to date pinpoints three
statistical predictors that he will eventually kill her: a history of his threatening suicide,
a gun in the home, and the presence of a child sired by a predecessor (Campbell, 2012;
Campbell et al., 2003).

Another important general point that the study of intimate partner homicide can
be used to illustrate is that there is seldom a single privileged “evolutionary
hypothesis” that can be contrasted with those generated from other perspectives.
Instead, evolutionary psychologists and biologists can and often do generate
competing hypotheses that are equally Darwinian. Thirty years ago, relationship-
specific demographic patterns of homicide risk were virtually unstudied, and no one
had investigated how age might be related to differential risk. Reasoning that the
value that men place on their female partners should be a function of reproductive
value (and influenced, perhaps unduly, by three notorious cases in which high-
status Canadian men had hired “hit men” to kill their middle-aged wives),
I hypothesized that women’s risk of being slain would increase prior to or at
menopause, both because of planned disposals and, more importantly, because
angry men would be less inhibited by the danger of doing an older wife serious
harm. But Margo Wilson predicted that the risk would be maximal for young wives
of the highest reproductive value, reasoning that violence against wives is func-
tionally controlling, and that men are most inclined to exert coercive control when
their partners are especially attractive to rival males and thus especially likely to
confront temptations to defect. Margo’s hypothesis, which assumes that uxoricides
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are mainly functionless by-products of anger and are rarely strategic disposals, was
the evident winner: We found a substantial negative relationship between age and
uxoricide risk in Canada, with no hint of an elevation at menopause (Daly & Wilson,
1988b; Wilson, Johnson, & Daly, 1995), and this pattern has proven to be replicable
in the United States, the United Kingdom, and Australia (Mercy & Saltzman, 1989;
Shackelford & Mouzos, 2005; Wilson & Daly, 2001).

A further major risk factor for intimate partner homicide revealed by Daly and
Wilson'’s (1988b) early analyses was common-law or de facto status: Both partners were
victimized at rates very much higher in coresiding couples than in registered marriage
couples, and this, too, has been replicated in other English-speaking countries
(Mouzos & Shackelford, 2004; Shackelford & Mouzos, 2005; Wilson & Daly, 2001).
Suggested reasons for this include socioeconomic confounds, conflicts arising from
lower commitment and higher rates of infidelity in common-law unions, and the much
higher incidence of stepchildren in the homes of co-residing couples who have not
registered their marriages; a distinct age pattern such that risk in co-residing couples is
maximal in middle age, which has also been replicated internationally, lends some
support to the stepfamily hypothesis. Surprisingly, however, the large and seemingly
robust difference in homicide rates between registered and common-law marriages
has been shrinking since 1990 in the United States, and had disappeared completely by
2005 (James & Daly, 2012), and the same appears to be true in Canada (James, 2011).
James and Daly (2012) could find no evidence that the two types of unions have been
converging in other attributes, and the reasons for this striking change remain to be
discovered, as indeed do the reasons for large changes over time, including recent
declines, in intimate partner homicide rates as a whole. An evolution-minded under-
standing of couple conflict will surely remain a crucial element of any satisfactory
future explication of these trends.

LETHAL CONFLICT IN OTHER RELATIONSHIPS

Other categories of interpersonal relationships have specific sources of conflict that are
manifested in distinct patterns of homicide risk. Trivers’s (1974) famous parent-
offspring conflict theory laid bare the reasons why parents neither love their young
more than they love themselves, nor cherish all of their children equally. The insights
that the theory yields about variability in the intensity of parent-offspring conflict as a
function of the parties’ ages have been supported in a number of studies of age-related
trajectories of both maternally and paternally perpetrated filicides, as well as parri-
cides (Daly & Wilson, 1988a; Wilson & Daly, 1994). Trivers’s theory also succeeds
when its predictions are pitted against Sigmund Freud’s notorious theory that parent-
offspring conflict is essentially a matter of same-sex rivalry, a theory that is a priori
implausible, since human parents and their same-sex offspring rarely compete for
mates at all and sons do not lust after their own mothers, as Freud supposed (Daly &
Wilson, 1990a).

The relationship that engenders the largest number of homicides by far is that
between unrelated male rivals (Daly & Wilson, 1988b, 1990b), and an evolutionary
perspective is essential for understanding the cases themselves and their highly
variable incidence. That is a topic that we and others have dealt with extensively
elsewhere (Courtwright, 1996; Daly & Wilson, 1988b, 1990b, 1997, 2001, 2010; Eisner,
2003; Pinker, 2011; Wilson & Daly, 1985), and that I will not discuss further here.
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When using homicides as an “assay” for testing adaptationist hypotheses about the
variables that aggravate and alleviate interpersonal conflicts, my collaborators and
I have adopted a stance of agnosticism about whether the lethality itself is an adaptive
function of the fatal attacks or is a nonadaptive minority outcome that would have
reduced the killers’ fitness, on average, even in ancestral environments (e.g., Daly &
Wilson, 1988b). There is no question that violent capability is an adaptation,
nor that the intensity of violent action is modulated by our evolved psychology
(e.g., Sell, 2011), and it may well be the case that the human mind contains adapta-
tions for killing. But an evolutionarily informed theory of relationship-specific
conflicts is a valuable source of hypotheses about homicide risk regardless of whether
most killings are by-products of adaptations for domination and coercion or are
instead reflections of adaptations for lethality.

This agnostic stance has been criticized by Buss (1999, 2000) and by Duntley and
Buss (2008, 2011). These authors argue that because many killings are intentional
rather than being accidental “slips,” because most people say that they would kill
in certain dire circumstances such as to protect their children, and because large
numbers of people admit to homicidal fantasies, lethality is therefore unlikely to be
a nonadaptive by-product of adaptations designed to achieve other results. They
propose instead that people have been equipped by natural selection with a suite
of relationship-specific psychological adaptations both for killing and for avoiding
being killed. Unfortunately, identifying aspects of the mind that might have been
designed for the specific function of killing is not that easy, and in my view,
fantasy, intent, and professed willingness to kill are all beside the point. Even
larger numbers of male undergraduates report fantasies of video game playing
than of killing (Kai, unpublished, cited by Wilson, Daly, & Pound, 2009) although
there are certainly no adaptations for video game playing, and high proportions of
people profess willingness and formulate intentions to do myriad things that were
never targets of selection, ranging from watching their favorite TV shows to
having their pets spayed. Finally, with respect to certain specific relationships
for which Duntley and Buss have proposed dedicated homicide “modules,” such
as wife-killing and stepchild-killing, I can find no ethnographic evidence indicat-
ing that these killings might have been either fitness-promoting, on average, in
small-scale, face-to-face societies like those in which humans evolved, or frequent
enough to be plausible candidates for dedicated evolved psychological machinery.
Thus, although I grant that lethal violence has surely been an agent of selection in
human evolution, and that killers may even have enjoyed fitness advantages that
have had selective consequences (Chagnon, 1988), we have no sound basis for
concluding that most, or indeed any, homicides reflect “homicide adaptations”
(see also Durrant, 2009).

And in a certain sense, it doesn’t matter: This controversy can be set aside in the
present context because the predictions that one would make about the patterning
of homicide risk are largely unaffected by its resolution. Regardless of whether
killing is typically a by-product of adaptations or a more direct reflection of what
the relevant adaptations are designed to achieve, we should expect similar effects
of cues of infidelity, reproductive value, kinship, and other conflict-related var-
iables. New evidence and ideas may eventually clarify and resolve these points of
contention, but of this we can already be sure: Homicides will continue to provide
a rich source of data for testing evolution-minded hypotheses about interpersonal
conflict.
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CHAPTER 27

Women’s Competition
and Aggression

ANNE CAMPBELL

ogy of sex differences in aggression. Prior to this, the social science orthodoxy
was that these differences emerged as a result of early socialization by parents
and later conformity to society’s gendered division of labor. The fact that these sex
differences are early-appearing, universal, and similar to those seen in other species was
dismissed (Tieger, 1980). With the publication of Daly and Wilson’s book Homicide
(1988), social scientists were introduced to an evolutionary viewpoint: Across sexually
reproducing species, the greater parental investment made by females leads to a male-
biased operational sex ratio and heightened competition between males for access to
fertile females. Successful males copulate with more partners and leave more sons
who carry their fathers” aggressive genetic legacy. This formed the initial framework
for an impressive body of supporting research on male aggression but some issues
remain to be resolved. Are females exempt from intrasexual competition? If so, is their
role merely to act as quality controllers of male genes? When and how did monogamy
evolve (Henrich, Boyd, & Richerson, 2012)? What consequences did it have in terms of
creating two-way sexual selection and competition (Clutton-Brock & Huchard, 2013)?
These questions inform this chapter. So dazzling were male courtship displays and
so ferocious was male aggression that evolutionary biologists have only recently
turned their attention to female forms of competition (Stockley & Campbell, 2013).
Evolutionary psychologists have a special contribution to make in identifying sex-
linked psychological mechanisms that mediate behavioral differences between the
sexes. Some of these we share with our phylogenetic cousins. Others may be unique to
humans with their capacity for representational thought, reflective control over lower-
level reflexive responses, and cultural transmission.

T I 1HE PAsT 25 years have been revolutionary for our understanding of the psychol-

REWARDS AND COSTS OF FEMALE AGGRESSION

For aggression to evolve as a strategy, the rewards must exceed the costs (both
measured in terms of reproductive success). For many years it was assumed that

684
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because females did not need to fight for copulations, there was nothing of conse-
quence for them to fight about and therefore, there were no rewards for female
aggression. But copulation is only the start of reproductive success—offspring must be
nourished and protected until they are able to reproduce themselves. Pregnant women
need an extra 300 calories every day, and 500 more when they are lactating (Institute of
Medicine, 1990). Once on solid food, a toddler needs to consume 1,300 calories a day.
Like most primates, humans are a group-living species, which means that food can be
a contested resource. In addition, mothers must supervise and protect their offspring
from ecological dangers, infanticidal males, and harassment by other females. Now
the rewards for female competition become more apparent: Provisioning and protect-
ing offspring are tasks that are easier for a dominant female than a subordinate one.
Status elicits deference and compliance from those of lower rank. Dominant female
primates produce offspring more rapidly than subordinates and their offspring have
higher survival rates (Pusey, Williams, & Goodall, 1997). This makes it all the more
puzzling that competition for dominance and status among females is so much less
evident than it is among males. Dominance hierarchies are chiefly restricted to female-
bonded species (Sterck, Watts, & van Schaik, 1997) in which they are organized
around matrilines and rank is inherited rather than fought for. Females rarely risk their
lives to achieve dominance (Chapais, 2002). Dominance offers substantial rewards, yet
competitive striving for dominance was not strongly selected in females when it
entailed direct combat. This suggests that the rewards were offset by higher costs.

One cost that constrains the evolution of female aggressiveness is hormonal.
Testosterone is associated with male aggression, but it is even more closely associated
with competition for dominance (Johnson, Leedom, & Muhtadie, 2012). In many
species, male testosterone levels rise during the breeding season and in response to
challenge (Archer, 2006). Hyenas are atypical mammals in which levels of female
dominance and aggression match or even exceed those of males. During pregnancy,
maternal androgen levels are raised, creating a uterine environment that masculinizes
female fetuses. Gestational androgen levels are higher in dominant females, and the
fetus’s androgen exposure is correlated with greater aggression in later life (French,
Mustoe, Cavanaugh, & Birnie, 2013). However, this exposure virilizes the female
genitalia, resulting in a 7-inch clitoris with a diameter of 1 inch through which the
adult female must deliver a 2-pound cub. These maladaptive side effects likely limit
the extent to which female dominance and aggression can evolve by hormonal means
(Clutton-Brock, 2007). Testosterone carries other costs in terms of compromising the
immune system (Schroderus et al., 2010), which may partially explain males’ earlier
senescence and death relative to females. In young men, through its effects on
aggressiveness and risk taking, testosterone also increases deaths from external
causes. This cost is particularly relevant for females because, as I argue below,
reproductive success depends on mothers” continued survival.

The prospect of death (or severe injury) is not appealing to either sex. But the sexes
differ in the impact of mortality on reproductive success measured in terms of
surviving offspring. For a male, death removes the possibility of future matings,
but is less likely to compromise the reproductive success he has achieved to date
because he can rely on the offsprings’” mother to ensure their survival. A father’s death
may be a tragedy for the child, but “the consequences of losing a mother very early in
life are catastrophic” (Sear & Mace, 2008, p. 5). Sear and Mace (2008) examined the
impact of parental death on offspring survival in populations ranging from 18th-
century China to 20th-century Nepal, from Burkina Faso to New York state. In every
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case, a mother’s survival reduced the likelihood of her children dying. The percentage
of children surviving a mother’s death ranged from 2% to 50%. The beneficial effects
are stronger before children are weaned: In rural Gambia, a mother’s death multiplied
the odds of her child’s death by 6.2 in infancy, 5.2 in toddlerhood, and 1.4 in childhood
(Sear, Steele, McGregor, & Mace, 2002). Pavard, Gagnon, Desjardins, and Heyer (2005)
examined data from 17th-century Quebec, controlling for a range of variables
including the possibility of transmitted infection and shared genetic vulnerability.
If a mother died while her infant was still a neonate, the odds of the child dying in the
neonatal period were multiplied by 5.52, dropping to 1.27 when the child was aged
5 to 15 years. The effect of a mother’s death was consistently more serious than that of
any other relative. Their importance to offspring survival increases the selection
pressure on females to safeguard their own lives (Campbell, 2013). Sex differences
in aggression are the result not only of selection pressures on males to compete for
dominance, but selection pressures on women to avoid dangerous competition.

The results of many hundreds of studies of sex differences in aggression using a
range of techniques, including laboratory experiments, observation, personality
assessment, and self- and peer-reported behavior, fit a clear pattern: The more
dangerous and risky the form of aggression, the larger the sex difference. This appears
to be true cross-culturally (Archer, 2009). For physical acts such as hitting, punching,
and kicking, the effect size lies between d =0.59 and d = 0.91, while for verbal acts such
as abuse and threats, the effect size is between d =0.28 and d =0.46 (Knight, Fabes, &
Higgins, 1996; Knight, Guthrie, Page, & Fabes, 2002). Indirect aggression includes acts
such as spreading stories, excluding, and stigmatizing by which the aggressor can
remain anonymous and the possibility of retaliation is consequently reduced. Here the
sex difference is negligible and nonsignificant, d =—0.02 (Archer, 2004).

PROXIMATE MEDIATORS AND MECHANISMS

The sex difference in risky aggression might be mediated by men’s greater attraction to
reward, reflecting a stronger approach motivation and manifested at the proximate
level in the emotion of anger, or it might be the result of women’s greater sensitivity to
costs, reflecting a stronger avoidance motivation and manifested in greater female fear.
A sex difference in the threshold for experiencing one or both of these emotions might
therefore represent a proximate psychological mechanism for the sex difference in
aggression.

Anger is a universal emotion, recognized in all cultures and visible early in life.
Anger signals goal obstruction: The goal may be respect, resources, or survival. It is
only recently that lateralization studies have established unequivocally that anger
triggers approach behavior. As evolutionary psychologists would expect, lateraliza-
tion of emotion is better understood in terms of functionality (approach or avoidance)
than valence (pleasant or unpleasant). Results clearly show that anger is left-lateralized,
as are other approach motivations (for review, see Carver & Harmon-Jones, 2009).
For example, Harmon-Jones and Sigelman (2001) provoked participants by gratuitously
insulting them and then allowed them to respond aggressively. Insulted participants
showed greater left frontal activity than the control group and the strength of
left-hemisphere activation positively correlated with both their reported anger
and level of aggression. Other studies have used transcranial magnetic stimulation
paradigms to reach the same conclusions (d’Alfonso, van Honk, Hermans, Postma, &
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de Haan, 2000). Beyond the laboratory, anger correlates positively with psychometric
scales measuring approach motivation and negatively with avoidance motivation (e.g.,
Smits & Kuppens, 2005).

However, there is little evidence that men exceed women on anger. Archer (2004)
performed a meta-analysis of 46 studies of psychometric anger inventories and found
no sex difference. National and international surveys find either no sex differences in
anger frequency, with both sexes reporting anger about six times a week (Brebner,
2003; Fischer, Mosquera, van Vianen, & Manstead, 2004), or that women experience
anger more often (Mirowsky & Ross, 1995). The intensity of experimentally evoked
anger does not vary between the sexes (Kring, 2000), nor is men’s anger greater in
response to hypothetical or remembered provocation (Milovchevich, Howells,
Drew, & Day, 2001). In short, data do not support lower anger in women as an
adequate explanation of sex differences in aggression. Nor is the proposal satisfactory
at a conceptual level: A higher threshold for anger in women might protect them from
aggressive confrontations but not from other forms of risky behavior. Yet there is
ample evidence that women are more risk averse than men.

By contrast, there is much evidence that the sexes differ in the frequency and intensity
of fear (Else-Quest, Hyde, Goldsmith, & Van Hulle, 2006). The fear system is “designed
to detect danger and produce responses that maximize the probability of surviving”
(LeDoux, 1998, p. 128). Extreme fear triggers freezing: Inhibitory neural connections
allow anticipatory activity in the fear system to suppress behavioral approach that
might lead the organism into a harmful situation (Derryberry & Rothbart, 1997).
Developmentally, girls express fear earlier than boys, and in a large longitudinal study
of personality development, more girls than boys were on a high fearfulness trajectory
(Cote, Tremblay, Nagin, Zoccolillo, & Vitaro, 2002). Among adults, women experience
fear more intensely than men (Gullone, 2000). International studies find significant sex
differences in the frequency, intensity, and duration of fear (Brebner, 2003; Fischer &
Manstead, 2000). Women express their fear more intensely than men, both verbally and
nonverbally (see Madden, Feldman Barrett, & Pietromonaco, 2000). While women are
superior to men in accurately identifying emotions, they show a greater accuracy for
decoding fear than other emotions (Hall, Carter, & Horgan, 2000). In response to
physically threatening scenes, women show greater increases in skin conductance
and a more marked startle reflex (McManis, Bradley, Berg, Cuthbert, & Lang, 2001).
A single dose of testosterone administered to women significantly reduces their
potentiated startle response to anticipated electric shock (Hermans, Putman, Baas,
Koppeschaar, & van Honk, 2006). These findings extend rodent research that has
robustly established that the hypothalamic pituitary axis response to stress is inhibited
by androgens and enhanced by estrogens (Lund, Munson, Haldy, & Handa, 2004).
Taken together, these findings suggest that gonadal hormones cause the fear system to
develop and function differently in males and females.

This sex difference in fear may explain why men make riskier decisions than
women. This is especially marked when the risks are life threatening and when actual
risky behaviors, rather than hypothetical choices, are examined. In a review of risk-
taking studies, Byrnes, Miller, and Schafer (1999, p. 378) conclude that “fear responses
may explain gender differences in risk taking more adequately than the cognitive
processes involved in the reflective evaluation of options.” Women's lower participa-
tion in risky real-world activities is best explained by their stronger anticipation
of possible negative consequences and by their higher ratings of the severity of
those consequences should they occur (Harris, Jenkins, & Glaser, 2006, Wang,
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Kruger, & Wilke, 2009). Women’s risk taking, but not men’s, is especially reduced
when their risky decisions have consequences for infants (Fischera & Hills, 2012). A
meta-analysis (Cross, Copping, & Campbell, 2011) revealed that although women and
men do not differ in their sensitivity to reward, women are consistently more sensitive
to punishment than men. This dovetails with the proposal that women have evolved
greater sensitivity to negative outcomes than men, manifested in their lower threshold
for fear. This lower threshold has direct consequences for aggressive behavior. Two
independent meta-analyses have found that women evaluate the same objective
situation as more dangerous and more fear-provoking than men, and these appraisals
significantly explain the sex difference in aggressive behavior (Bettencourt & Miller,
1996; Eagly & Steffen, 1986). Fear acts as a brake on aggression, and women’s brakes
respond to danger more sensitively than men’s.

THE NEUROPSYCHOLOGY OF SEX DIFFERENCES
IN RESPONSE TO THREAT

Increasingly, we are able to access internal affective states through the use of
functional magnetic resonance imaging. The chief focus of such studies has been
the amygdala, an almond-shaped subcortical structure (composed of more than
10 nuclei) in the temporal lobe. LeDoux’s (1998) pioneering work implicated the
amygdala in the registration of fear, although it is now thought to process other
emotions associated with salient or unexpected events (Sergerie, Chochol, & Armony,
2008). Its role seems to be to rapidly detect stimuli that are biologically relevant
(Sander, Grafman, & Zalla, 2003), especially where they may require an immediate
response, which is often the case when they are unexpected, threatening, or dangerous
(Adolphs & Spezio, 2006). Afferent sensory inputs to the lateral nucleus of the
amygdala are coordinated with efferent outputs from the central nucleus that control
behavioral, autonomic, and endocrine fear responses.

We would expect to see a stronger amygdala response to threat in women reflecting
their greater fearfulness. Meta-analyses generally conclude that women show greater
activation to threat in the limbic system, especially the amygdala (Stevens & Hamann,
2012; Whittle, Yucel, Yap, & Allen, 2011; but see also Sergerie et al., 2008). This
suggests that women may register external threat more strongly and more persistently
than men. However, because the majority of neuroimaging studies use participants of
only one sex, meta-analytic conclusions are based on comparisons of men’s and
women'’s neural responses to different stimuli.

In many studies, researchers use facial expressions of fear and anger as “threat”
signals, collapsing these stimuli in their analyses. This makes it hard to tease apart the
neural and emotional response to being personally threatened (viewing an angry face)
as compared to being alerted to environmental hazard (viewing a fearful face). We
might expect that these two social messages would activate somewhat separate
circuits, and that the sexes might differ in their response to them. Both men and
women would be expected to show a similar response to a fearful face (indicating
nonspecific local danger). However, an angry face (indicating a possible aggressive
attack) might trigger hostility in men and fear in women. McClure et al. (2004)
compared men’s and women’s reactivity to angry and fearful faces. The relative
engagement of the amygdala bilaterally to angry faces was greater in women,
suggesting that women react more fearfully than men to unambiguously threatening
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(angry) faces. Relative to baseline fixation, women showed significantly greater
activation than men over the whole “fear circuit” (amygdala, orbitofrontal, and
anterior cingulate cortex) to angry but not fearful faces. By contrast, men showed
a less specific pattern of increased orbitofrontal (but not amygdala) activation to both
stimuli. There is, then, some support for the proposal that amygdala activation may be
more closely associated with fear in response to aggressive threat in women, while
men show a less differentiated pattern of reactivity to “threatening” stimuli in general.

These problems of interpretation (the amygdala can respond to facial expressions of
both fear and anger, and amygdala activation may correspond to the registration of
both these emotions) become particularly evident in research that examines the effect
of gonadal hormones. As with other regions that are sexually dimorphic in size, the
amygdala contains a high concentration of sex hormone receptors. On one hand, it
decreases fear, and one study reported that, in men only, endogenous testosterone
levels were negatively correlated with amygdala reactivity to angry faces (Stanton,
Wirth, Waugh, & Schultheiss, 2009). On the other hand, testosterone levels have been
linked to increased amygdala activation in response to threat, with this activation
interpreted as reflecting anger and approach motivation. In both sexes, endogenous
testosterone levels are positively associated with amygdala response to threatening
stimuli (van Wingen, Ossewaarde, Backstrom, Hermans, & Fernandez, 2011). Admin-
istration of testosterone to young women is associated with increased persistence of
amygdala reactivity to angry faces (Hermans, Ramsey, & van Honk, 2008). In one
study that attempted to disambiguate men’s neural response to angry and fearful faces
(Derntl et al., 2009), amygdala reactivity did not differ significantly between the two,
and their endogenous testosterone levels were equally correlated with their amygdala
responses to both types of stimuli.

Underpinning much of this research is the questionable assumption that testoster-
one has similar effects in men and women. In men, but not women, circulating
testosterone interacts with a brain that has been prenatally primed by androgens. In
addition, testosterone effects may differ between the sexes as a result of sexually
dimorphic gene expression. Testosterone may trigger the expression of autosomal
genes in one sex but not the other, or different genes in the two sexes. In the dark-eyed
junco, 651 genes in the medial amygdala differed in expression between males and
females, and testosterone administration altered the expression of different genes in
the two sexes (Peterson et al., 2013). Many genes are subject to correlated expression
and may be coregulated, and this functional modularity may allow suites of responses
to differ in men and women in response to the same hormonal milieu (Rosvall, 2013b).
(A recent vivid example of the dangers of assuming common or sex-neutral effects
comes from studies of the peptide hormone oxytocin. S. E. Taylor and colleagues, 2000,
proposed that the calming effect of oxytocin was responsible for women’s “tend-and-
befriend” response to threat. This was supported by studies showing that adminis-
tration of oxytocin did indeed have anxiolytic effects [e.g., Kirsch et al., 2005].
However, these studies employed male participants. When female participants
were examined, oxytocin increased rather than decreased amygdala responsiveness
to threat [Domes et al., 2010; Lischke et al., 2012]). Further studies are needed to
examine the circuitry of fear and anger, identifying common and unique pathways.
This will allow examination of the role of these emotions in explaining sex difference in
aggression, as well as the effects of gonadal hormones on their relative activation.

These fundamental affective tendencies to approach or avoid stimuli are located in
the limbic system and are part of a “reflexive” behavioral control system sculpted in
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many animal species by evolutionary forces. But in humans, these tendencies are
subject to higher-level “reflective” control. Emotional intensity and behavioral
response can be modulated by the prefrontal cortex, especially the orbitofrontal
(OFC) region, which has direct connections to the amygdala. In neuroimaging studies,
negative correlations are found between amygdala and OFC activity in impulsively
aggressive individuals (Coccaro, McCloskey, Fitzgerald, & Phan, 2007). When par-
ticipants are instructed to imagine aggressing against (Pietrini, Guazzelli, Basso,
Jaffe, & Grafman, 2000) or harming another person (Decety & Porges, 2011),
deactivation of the OFC has been found. Given the modulatory role of the prefrontal
cortex, studies have looked for sex differences in these regions. Women have a larger
ventromedial prefrontal cortex and right lateral OFC (Welbourne et al., 2009). A meta-
analysis of 88 studies reported greater OFC activity in women to facial stimuli
depicting negative emotion (Stevens & Hamann, 2012). This suggests that women
may be more efficient in spontaneously regulating emotional responses.

Testosterone reduces functional connectivity between the amygdala and the
prefrontal cortex, while leaving connectivity to the brain stem unaffected (Manuck
etal., 2010; Bos, Hermans, Ramsey, & Van Honk, 2012). (Progesterone has the opposite
effect, enhancing amygdala-frontal connectivity; van Wingen et al., 2008). Serotonin
(5-HT) plays a key role in the functional connectivity between the PFC and the
amygdala. There is a dense concentration of 5-HT receptors in the limbic system
(including the amygdala) with projections to the prefrontal cortex. Dietary tryptophan
depletion (which reduces 5-HT levels) reduces connectivity in the prefrontal-amygdala
circuitry, specifically when viewing angry faces (Passamonti et al., 2012). Women
have higher 5-HT transporter availability, and because this regulates 5-HT
neurotransmission, baseline serotonin may be higher in women than men. Studies
have reported a higher density of 5-HT 5 receptors in women in areas including
the amygdala and medial and orbital PFC (Parsey et al., 2002). Receptor density
in these areas is significantly negatively correlated with lifetime aggression. In animal
research, 5-HT receptor density is also negatively correlated with testosterone. Although
this has not been replicated with humans, men (but not women) with high levels of
aggression are characterized by a combination of high T and low 5-HT (Montoya,
Terburg, Bos, & van Honk, 2012). Reduced availability or uptake of serotonin, associated
with high T, may explain men’s diminished prefrontal control over emotion-driven
behavior.

TWO-WAY SELECTION, WOMEN, AND COMPETITION

Female competition and aggression, once considered a fascinating but inexplicable
anomaly, is now a documented fact (Stockley & Campbell, 2013). But what are females
competing for? The traditional model of sexual selection makes it clear that it cannot be
copulations. Under polygyny, it is males not females who must compete for sexual
access, hence their gaudy plumage (the better to advertise their genetic quality) and
combative attitude (the better to deter and intimidate rival males). Yet in our own
species, a cursory inspection reveals that women expend a considerable amount of their
energy and resources on increasing their attractiveness to men via cosmetics, surgery,
toxin injections, dieting, and clothing. This behavior bears the hallmark of two-way
sexual selection. Like men, women are actively competing to obtain the best mates,
which suggests that our species is less polygynous than has been assumed. But if
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polygyny is the optimal strategy for male reproductive success, why would men forego
it in favor of committing themselves to a single woman and costly parental investment?

According to the traditional Bateman model, gestation and lactation remove
women from the mating pool, creating a male-biased operational sex ratio. This
increases competition between males for access to reproductively available females.
But the logic of this has been questioned by Kokko and Jennions (2008), who argue that
a male-heavy operational sex ratio should generate frequency-dependent selection
favoring increased parental care by the sex that faces more intense competition. In
short, there is no logical reason why male competition should generate a positive
feedback loop over evolutionary time. As competition becomes more intense among
males, there is selective advantage for those males who opt out of mating competition
in favor of infant care.

Explanations of the evolution of paternal care predict that it should occur where the
number of surviving infants with paternal care is greater than the number of surviving
infants without such care multiplied by the number of females that a bachelor male can
inseminate (e.g., Clutton-Brock, 1991). It has been suggested that paternal care is
especially important in humans as a result of the infants” long period of dependency,
which suggests that men might enhance their reproductive success more effectively by
paternal investment and attendant monogamy than by polygyny. Yet there is
evidence that paternal care does not improve offspring survival. Sear and Mace
(2008) examined the impact of parental death in 28 hunter-gatherer and foraging
populations. In 68% of cases, a father’s death had no impact on the survival chances of
his child. In 32% of cases, it actually improved the child’s odds of surviving. Even
among the Tsimane of Bolivia, who have low divorce rates and high levels of paternal
provisioning, the early death of a father had no impact on their children’s age of first
reproduction, completed fertility, or number of surviving offspring (Winking, Gurven,
Kaplan, & Stieglitz, 2009). Across five foraging populations, returns on paternal
investment in terms of child survival were less than those obtained by serial mating
(Winking & Gurven, 2011). In ecologies similar to the ones in which humans evolved,
there are not strong grounds for believing that there was positive sexual selection on
men for paternal care. (This is not to say that paternal investment in contemporary
societies does not bring social, emotional, and financial benefits to children; see Geary,
Chapter 20, this Handbook, Volume 1).

An alternative view of the evolution of biparental care focuses not on sexual
selection but sexual conflict between men and women. This occurs when a sexual
selection pressure acting to augment the spread of a gene-based trait advantageous to
one sex is modulated, constrained, or opposed by the coevolution of a counterresponse
by the other sex (Arnqvist & Rowe, 2005). Sexual conflict has been studied chiefly at
the genetic level, but the basic premise—that males and females are locked in a
coevolutionary arms race—can be extended to phenotypic behavior (itself under-
pinned by gene complexes). Bipedalism and the resulting need for “premature”
delivery of babies increased the energetic demands on mothers. The presence of a
male partner would have been advantageous, not because it increased offspring
survival, but because it decreased the workload on mothers. A synthesis of data from
10 intensive studies of gatherer societies (Kaplan, Hill, Lancaster, & Hurtado, 2000)
suggests that between 60% (among the Nukak) and 84% (among the Ache) of the
calories consumed are contributed by men. More than half of calories consumed come
from meat, hunted almost exclusively by men. With men relieving women of the full
burden of provisioning, women were better able to feed their dependent children,
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sustain pregnancy and lactation, and return to normal cycling more quickly, thus
shortening interbirth intervals (Worthman, Jenkins, Stallings, & Daina, 1993). A perma-
nent male assistant was in a woman'’s best interests, and she had a bargaining chip. By
restricting sexual access to men who were willing to make a paternal contribution,
women could act as a selecting force countering men'’s predilection for promiscuity. Due
to high male demand and restricted supply, sex has always been a resource that women
can trade. Women can use it to obtain short-term and extra-pair mates of high genetic
quality (Gangestad & Simpson, 2000; Thornhill & Gangestad, 2008). However, if too
many women pursue this strategy, the marketplace will reflect it in a lower value for
female sexual access, ultimately diminishing its utility as a bargaining chip. Indeed,
female hostility to women who are too sexually available may function to protect
the female sex from losing its leverage (Baumeister & Twenge, 2002; Baumeister &
Vohs, 2004). Paternal investment offers the best long-term benefits to women by easing
the resource costs of motherhood.

Did biparental care arise sufficiently long ago that there has been time for selection
to act on it? Neonate size and adult skeletal remains date it to the start of the Homo line,
1.5 to 2 million years ago (Eastwick, 2009). Other archaeological findings place it even
earlier, with Australopithecus afarensis, the predecessors of Homo (Reno, Meindl,
McCollum, & Lovejoy, 2003). Selection operates faster on sexually, rather than
naturally, selected traits: It is estimated that sexual selection can produce a 0.37
standard deviation shift in the average value of a fitness-relevant trait in a single
generation of directional selection (Courtiol, Pettay, Jokela, Rotkirch, & Lummaa,
2012). Evidence of an evolved adaptation to paternal investment can be seen in the
down-regulation of men’s testosterone levels following pair bonding and fatherhood
(Gray & Anderson, 2010), and the rise in oxytocin levels in fathers (as well as mothers)
after the birth of a baby and during interaction with them (Gordon, Zagoory-Sharon,
Leckman, & Feldman, 2010).

The effects of biparental care and pair bonding are profound. Monogamy reduces
the ability of men to exploit women by creating greater equality between them in their
reproductive output. Holland and Rice (1999) demonstrated this by forcing monog-
amy on the naturally polygynous fly Drosophila melanogaster. Individual males and
females were housed together over 32 generations. Under polygyny, males can exploit
females quite ruthlessly without suffering any costs themselves, but monogamy
means that anything that hurts a female (prevents her from achieving her reproductive
potential) hurts her male partner just as much. After several generations of monog-
amy, Holland and Rice examined the effects. When the control group of polygynous
females were allowed to mate with the monogamous “new males,” the females
benefitted from the decreased toxicity of the male’s seminal fluid (a side effect of
male sperm competition), which is normally harmful to them. Reciprocally, when the
newly monogamous females were returned to the polygynous males, a larger
proportion of them died compared to the females who had been allowed to coevolve
with male polygyny. As a result of imposed monogamy, males behaved in a less
exploitative way toward female partners and so the monogamous females did not
need to evolve counterstrategies of resistance.

In many species, monogamy evolves where females are spatially dispersed and
each male is forced to associate with an individual female. But this scenario is
implausible for humans, who are a group-living species. An alternative model
proposes that, if females were willing to forego extra-pair matings and preferred
males who provided resources, male provisioning would increase, driven chiefly by
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low-ranking males who would otherwise fail to reproduce at all (Gavrilets, 2012).
Because these males outnumber elite males, selection acts more strongly on them
and their strategy. This is not to say that either sex becomes completely faithful, as
both have something to gain by extra-pair copulation: Females gain “better” genes
and males gain increased paternity. But a basically monogamous mating system,
through its effects on individual behavior, brings with it societal rewards in terms of
reduced crime rates and stronger within-group alliances. For women, it
reduces gender inequality and domestic conflict, while increasing child survival
(Henrich et al., 2012).

The cost for women is that sexual selection becomes two-way, increasing
competition between women to secure the highest-quality males within the market-
place of assortative mating. The currency of female competition is the qualities that
men value in a prospective mate. In many domains, men and women are more
similar than different in what they seek in a long-term partner (Buss et al., 1990).
There are no sex differences in minimum acceptable percentile for qualities such as
intelligence, sexiness, exciting personality, creativity, friendliness, sense of humor,
easygoing temperament, health, religiosity, desire for children, kindness, and
understanding (Kenrick, Sadalla, Groth, & Trost, 1990). Because men and women
are locked together under monogamy and biparental care, both sexes seek qualities
that will contribute to the day-to-day cooperation and compromise that such an
arrangement requires. But men more than women place a premium on youth
(Buss, 1989; Kenrick & Keefe, 1992), physical attractiveness (Buss & Schmitt,
1993), and body shape (Singh, 1993). Female intersexual competition for mates
often centers on advertising these qualities. While men are more likely to compete
with each other by exaggerating their sporting ability, promiscuity, and popular-
ity, women are more likely to compete with each other in terms of their appear-
ance, using aids such as makeup, nail polish, fake tans, and tight clothing
(Cashdan, 1998; Buss, 1988). Both parties are concerned about commitment, but
men, who must live with the risk of misplaced paternity, are particularly sensitive
to the possibility of sexual infidelity (Sagarin et al., 2012).

Appearance and fidelity can become key weapons when women’s competition
escalates to indirect or relational aggression. These are acts that stigmatize, ostra-
cize, and otherwise exclude others from social interaction and they can be used
without direct physical confrontation. Such acts do not eliminate or physically injure
the target, but they do inflict stress and diminish the opponents’ reputation and
social support. A key component of indirect aggression is the use of gossip to
undermine an opponent’s reputation and decrease their social capital (Owens,
Shute, & Slee, 2000). Pejorative comments about other girls’ appearance rank
high in girls’ topics of gossip (Duncan, 1999) and are used to derogate rivals
more often by women than men (Buss & Dedden, 1990). These circuitous attacks
are directed particularly at attractive young women (Vaillancourt, 2013). But
attractiveness combined with a self-confident flaunting of it seems particularly
provocative. Girls who advertise their attractiveness or sexuality too overtly
through dress, make-up, or demeanor are often targeted (Miller & Mullins, 2006).
These girls offend on two fronts: They attract more than their fair share of boys and
they communicate their felt superiority over other girls. This becomes a form of
“disrespect,” which adds to the antagonism. Women can also benefit competitively
by undermining their rivals” sexual reputation and terms such as “slag,” “tart,” or
“whore” are powerful sources of reputation challenge among women (Campbell,
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1995, 1999; Lees, 1993; Marsh & Paton, 1986). These tactics are as visible among
university students (Buss & Dedden, 1990; Milhausen & Herold, 1999) as among girl
gang members in deprived inner-city areas (Campbell, 1984; Ness, 2004).

ESCALATION TO VIOLENCE: ECOLOGICAL AND CULTURAL
MODERATORS

Although women engage in same-sex physical confrontations less frequently and less
seriously than men, fights do occur. In the United States, girls account for 33% of
arrests for simple assault and 24% of aggravated assaults (Girls Study Group, 2008),
with the larger gender gap for aggravated assault reflecting girls” less injurious
behavior and lower likelihood of using weapons. Surveys indicate that in the previous
year, 40.5% of boys and 25.1% of girls had been in a physical fight (Grunbaum et al.,
2004). In the previous month, 60% of girls had called another girl names, 50% had
sworn at them, and 35% had pushed or shoved them (Artz, Nicholson, & Magnuson,
2008). Female assaults most commonly occur among 15- to 24-year-olds, predomi-
nantly between friends and acquaintances, and the most frequent forms of attack are
pushing, shoving, grabbing, tripping, slapping, kicking, and punching (Campbell,
1986; Ness, 2004). The reasons for fighting are often connected directly or indirectly to
young men and fall broadly into three categories. The first is defending a sexual
reputation. Gossip about a girl’s promiscuity gives rise to rumor that may find its way
back to the target, triggering an attack as a means of reclaiming her threatened
identity. A second source of provocation is competition for potential partners. Around
the world, access to men and their resources is responsible for the majority of women’s
fights (Burbank, 1987). Thirdly, jealousy about proprietary ownership of a current
partner is a frequent source of conflict.

But the probability of escalating from indirect aggression to outright physical attack
is not randomly distributed. There are ecological and demographic factors that
concentrate it among the young in the poorest neighborhoods. Men and women
show a curvilinear age—violence relationship, with aggression rising in the early
teenage years and falling away in the mid-20s. Although male violence is far more
prevalent than female violence, the shape of the curve is very similar for both sexes—
with one exception. Violence rises and peaks earlier in girls by about 2 years,
corresponding to girls’ 2-year-earlier attainment of sexual maturity (Campbell,
1995). Early menarche is predictive of girls’ aggression. Life history theory forms
the basis for expecting that age of menarche should be responsive to cues from the
local environment that canalize development toward a “fast” or “slow” reproductive
tempo. Resource scarcity, high rates of early mortality, psychosocial stress,
low-quality parental investment, father absence, and stepfather presence signal envi-
ronmental uncertainty and unpredictability, accelerating pubertal timing and repro-
duction in an adaptive fashion. In deprived neighborhoods, girls may experience
many of these risk factors simultaneously. These girls begin their sexual careers earlier,
putting them at a significant advantage over their peers. In addition, older girls are
acutely sensitive to the entry of younger competitors into the mating arena and this
may increase their likelihood of victimization and retaliation. Girls who reach menar-
che early are more likely to be involved in delinquent and aggressive behavior, and
this is especially true for maltreated girls (Negriff & Trickett, 2010) and those living in
disadvantaged neighborhoods (Obeidallah, Brennan, Brooks-Gunn, & Earls, 2004).
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The operational sex ratio is an index of the availability of prospective mates.
Women are most likely to find a partner in the immediate neighborhood, and to the
extent that the local male-female ratio drops below unity, competition between
women increases. The mortality rate among men is considerably higher than among
women, especially between the ages of 15 and 35 (Kruger & Nesse, 2006). At the age
of 25, men are 3 times more likely to die from all causes than women, and 4 times
more likely to die from external causes. Urban areas are more likely to have a female-
biased sex ratio (Edlund, 2005). In the U.S. Black population especially, there is a
severe shortage of men. As a result of high male mortality and incarceration rates in
the 20-to-29 age group (Tucker & Mitchell-Kernan, 1995), there are 85 men for every
100 women compared to 99 men for every 100 women among Whites. When the
local male—female ratio drops below unity, competition between women increases.
It also means that men find themselves in an excellent bargaining position. Usually
only a very few well-resourced and highly desirable men are in a position to
successfully pursue a polygynous strategy, but when men are in short supply,
market forces mean that men are in a position to call the shots, effectively enforcing a
“short-term only” mating strategy on women (Campbell, 1984). This may be far
from ideal from young women’s point of view, but the laws of supply and demand
mean that such men often get their way, with young women adapting their
resource-extraction tactics accordingly. As one young woman advised: “I tell her
take all his paper, all of it, ‘cause it’s just a matter of time and he’s gonna do some
rotten dog shit on her. . . . Got to get it when you can. You never know when it’s
gonna stop and you better get much as you can while you can. . . . When fellas get
tired of your pussy, it's good-bye girl, naw, it’s get the fuck out of my life bitch! Next
bitch!” (Taylor, 1993, pp. 97, 131).

High variation in men’s resources further intensifies female competition. Among
middle-class young women, the costs of escalating to direct competition are rarely
worth it: The difference between marrying a doctor or an accountant is not sufficiently
great. But in deprived areas, the difference between the desperate poverty of “dope
fiends” and the conspicuous consumption of “high rollers” is extreme. The desirability
of access to material resources means that well-resourced men are worth fighting for.
Antagonism can be heightened further after a young woman bears a man’s child: Even
after the relationship has ended, a BM (“baby momma”) feels entitled to make claims
on the father’s income and to repel rival women who threaten to divert his resources
(Ness, 2004). Young men’s preference for sexual novelty is a constant threat to
relationships (Symons, 1979), and young women are especially sensitive to attractive
or newly arrived girls: “It’s like, if another girl gets attention, she’s taking it away from
you. It’s as if she’s saying she’s better than you. So you gonna knock her down a notch”
(Ness, 2004, p. 40).

Cultural norms support the use of women’s violence in deprived inner-city
neighborhoods where it is most common (Leventhal & Brooks-Gunn, 2000). For
families in such neighborhoods, the frequent absence of a consistent father figure
means that mothers (and grandmothers) play a pivotal role. They are strong figures
who must cope alone with the daily stresses of subsistence living. Many mothers are
themselves involved in fighting, especially in defense of their family’s good name.
Some become actively involved in their daughter’s fights and, in doing so, become role
models and allies (Ness, 2004). Mothers’ concern for their daughters’ welfare translates
into tolerance (and sometimes encouragement) of fighting. Most mothers acknowl-
edge that a girl needs to be able to “stand her ground” and “hold her own.”



696 GrouP LivING: COOPERATION AND CONFLICT

The strength and resilience of women is not seen as incompatible with femininity:
Indeed, passivity is viewed as a weakness rather than an asset. As Irwin and Adler
(2012, p. 319) noted, “Given the emphasis on female strength, girls lost respect for and
even targeted other girls who fell short in fulfilling idealized notions of feminine
resilience circulating in the local communities.”

If weakness makes a girl a target, an important benefit of willingness to fight is
the avoidance of victimization. Girls’ reports of their fights present aggression as a
form of self-defense by emphasizing that their opponent “started it.” In some
cases, “starting it” refers to a physical assault, but more often to rumor spreading
or verbal taunts to which physical aggression is seen as the appropriate response.
The slippery divide between physical and verbal provocation is mirrored in the
fuzzy distinction between self-defense and reputation enhancement. For many
girls, success in a public fight achieves more than the immediate goal of causing an
opponent to back off: It promotes a “crazy” or “mean” reputation that will deter
others from future attacks (Jones, 2004; Miller & Mullins, 2006). Reputation
enhancement involves a disproportionate response to any perceived act of “dis-
respect,” including pejorative gossip, staring, and a demeanor that presumes
social superiority (a girl who “thinks she’s all that”). Once established, reputations
must be defended against others who are seeking to enhance their own. One
response is for tough girls to get their retaliation in first. In this way, a self-
reinforcing cycle develops between sensitivity to challenge, self-defense, reputa-
tion enhancement, and preemptive aggression. Although many disputes appear to
be about securing and defending status-enhancing relationships with desirable
boys, the motivations can be a complex mixture of rivalry, jealousy, and reputation
management. As one girl explained, “I don’t care about the guy or anything but
I'm gonna mess that girl up cause she deserves it. The bitch just be asking for it. The
way I see it, I ain’t fighting over the boy. I'm fighting the girl because she be acting
in a way that says she thinks I'm a punk” (Ness, 2010, p. 84). The right to be treated
with appropriate respect lies at the heart of impression management theories of
aggression (Felson, 1978) and public disrespect is a common trigger for anger and
aggression. This is as true for inner-city girls as it is for others (Ness, 2010). Young
women’s fights are triggered by challenges to personal integrity in a range of
domains, but slurs on a girl’s attractiveness and sexual continence are potent and
pervasive sources of conflict.

Young women’s verbal bluster and bravado should not be taken as an indication
of fearlessness. A theme that recurs in ethnographic reports is the need to control
fear and suppress its expression in order to avoid victimization. This is as true in
Philadelphia (“If I seem like I'm scared to fight, some girl is gonna think she can
mess with me all the time” [Ness, 2004, p. 38]) as it is in Glasgow (“Cos if you show
fear of somebody, they're just gonna walk all over the top of you. If you show fear of
them, they always come back tae you” [Batchelor, Burman, & Brown, 2001, p. 130]).
Growing up in these communities, fear is an emotion that signals weakness and
young women must learn to master its expression.

SUMMARY AND CONCLUSION

At a proximate psychological level, evidence suggests that women'’s lower level of
aggression is not explained by their more placid temperament (women experience
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anger as often and as intensely as men) nor by a sex difference in impulsivity (women
can and do act on impulse but are less likely to do so when such acts carry potentially
risky consequences; Cross et al., 2011). Rather, it is women’s greater fear that restrains
their use of overt aggression. Their greater sensitivity to danger is also manifested in
their higher levels of subclinical and clinical anxiety, stronger risk aversion, and lower
levels of sensation seeking. At an ultimate evolutionary level, the sex difference in the
calibration of the fear threshold is predicated on the greater importance of the mother
than the father in assuring offspring survival. Reproductively, women are quality, not
quantity, specialists. Their output is limited by lengthy infertile periods of gestation
and lactation, and truncated by menopause long before somatic senescence. Their
investment in each offspring is measured in years as a result of babies” long and
demanding period of dependency. Despite this, women are unusual among primates
in their short interbirth intervals, resulting in the need to care simultaneously for more
than one dependent child. Such a feat requires assistance, and I have suggested that
ancestral women traded genetic diversity of offspring for paternal help in resource
provision. Because paternal care does not enhance offspring survival sufficiently to
compensate for the abandonment of a polygynous strategy, an explanation in terms of
male sexual selection is problematic. A plausible alternative scenario is that biparental
care arose as a result of sexual conflict in which women granted exclusive sexual access
preferentially to men who were willing to invest in their offspring. But with biparental
care and monogamy came two-way sexual selection: Men became increasingly choosy
in their choice of long-term partners and in response, women competed with one
another to advertise qualities that were attractive to men. This is not to deny that
mothers created strong bonds of mutual cooperation with one another, despite or
because of female emigration from the natal group. (Whether or not such bonds are
evidence of “cooperative breeding” depends on one’s definition of the term. In most
cooperatively breeding species, a single female aggressively monopolizes breeding
[Young & Bennett, 2013], a situation that clearly does not apply to humans. Other
researchers [e.g., Mace, 2013] treat the term as effectively interchangeable with kin
selection since the helpers have a genetic interest in the offspring [e.g., siblings,
grandmothers]). Under extreme conditions of resource scarcity, the limits of mutual
benevolence between genetically unrelated women would have been sorely tested.
Mothers and fathers may be unrelated, but they share a common genetic investment in
their offspring, and a substantial history of monogamy has shaped hormonal and
neural adaptations for emotional bonding in both sexes (De Boer, Van Buel, & Ter
Horst, 2012). The extremity and visibility of female competition is moderated by
interlinked ecological and cultural factors. Harsh environments recalibrate life history
tempos and increase competition in women as they do in men: Correlations between
the sexes’ rates of violence across geographic regions exceed .90 (Campbell, 1999).
Community tolerance for women’s aggression is correspondingly adjusted, so that the
concept of “femininity” embraces strength, resilience, and the public denial of fear.

The past few years have seen a surge of interest in female competition by evolutionary
biologists (e.g., Rosvall, 2013a; Stockley & Bro-Jergensen, 2011). To add to their insights,
evolutionary psychologists are increasingly stepping up to the special challenges of
understanding competition in our own species (Benenson, 2014; Fisher, Garcia, &
Chang, 2013; Vaillancourt, 2013) with our capacity for representational thought,
symbolic language, and cultural transmission. Yet these impressive human abilities
interact with and serve an ancient stratum of affective adaptation, shared with other
species, which have been shaped by universal principles of natural and sexual selection.
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CHAPTER 28

Prejudices: Managing Perceived
Threats to Group Life

STEVEN L. NEUBERG and PETER DeSCIOLI

those who are obese, physically disabled, or elderly. They are prejudiced

against people with schizophrenia and young outgroup men. They are
prejudiced against those on social welfare and those who are so wealthy that they
and generations of their descendants will never need such help. They are prejudiced
against gay men, religious fundamentalists, atheists, and members of this or that
political party or advocacy group. As the English essayist Charles Lamb wrote in
Imperfect Sympathies, humans are a “bundle of prejudices” (Lamb, 1821).

Why? Traditional theoretical approaches posit that prejudices, stereotypes, and
discrimination result from a range of proximate processes, including simple ingroup—
outgroup categorizations, desires to boost one’s self-esteem, authoritarian values, fear
of death, and the need to justify oppressive actions against others. We will see,
however, that people think about and behave towards others in ways that these
approaches cannot predict.

We suggest that understanding prejudices requires a deeper theoretical frame-
work—an evolutionary psychological framework. From this perspective, prejudices,
stereotypes, and discriminatory behaviors can be viewed as functionally organized
strategies designed to manage the threats posed by the human forms of sociality.

Life was challenging for our ancestors. Food was often scarce, unpredictable, and
difficult to extract and secure. Predators and pathogens caused injury, incapacitation,
and death. In the face of such challenges, individuals who cooperated with others
gained significant reproductive advantages over more solitary, independent individ-
uals (Campbell, 1982; Richerson & Boyd, 1995). Thus, human sociality reflects an
evolved set of adaptations to provide safety from danger and to exploit opportunities
in challenging environments (Brewer, 1997; Brewer & Caporael, 1990; Leakey, 1978).

Human sociality can also be costly, however. Proximity increases exposure to
contagious diseases, and makes people susceptible to theft and violence; cooperation
makes contributors vulnerable to others free-riding on their efforts. One general
approach to managing the benefits and costs of social life is discriminate sociality—
the careful selection of social partners (Kurzban & Leary, 2001). Indeed, our choices of

PEOPLE ARE OFTEN prejudiced against foreigners. They are also prejudiced against
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social affiliates are far from random, and tend to favor those presenting cues
suggesting they’ll provide more benefits than costs. We're more likely to select
partners who appear to be kin, cooperative, and trustworthy; who are able to
coordinate their efforts with ours and are available for future interactions; and
who offer other beneficial traits (for reviews, see Kurzban & Neuberg, 2005;
Neuberg & Cottrell, 2008). Selecting some individuals into one’s coalition and
excluding others constitutes one form of discrimination. As we’ll discuss, many
cues that heuristically identify individuals as potentially costly social partners also
constitute the basis of many contemporary social prejudices.

We focus, however, on two other sets of processes. First, we explore the evolved
psychological mechanisms by which individuals (1) identify those who afford fitness
threats and opportunities and (2) respond to them in threat-mitigating and opportunity-
enhancing ways. These affordance management systems (Gibson, 1979; McArthur & Baron,
1983; Neuberg, Kenrick, & Schaller, 2010, 2011; Zebrowitz & Montepare, 2006), con-
tribute significantly to stigma, prejudices, and discrimination. Second, people create
within-group coalitions to counter threats posed by other group members, and we
explore the implications of alliance-based processes for prejudices and group-on-group
conflict. We then extend these analyses to understand prejudices against foreigners,
especially as these prejudices manifest in warfare and issues of immigration and
emigration. Last, we discuss the implications of evolutionary approaches for reducing
prejudices and intergroup conflict. Throughout, we’ll see that by identifying new
prejudice phenomena and by anticipating undiscovered nuances in known phenomena,
the evolutionary approach poses significant challenges to traditional social psychologi-
cal and sociological approaches.

THE EVOLVED THREAT-MANAGEMENT
PSYCHOLOGY UNDERLYING PREJUDICES,
STEREOTYPES, AND DISCRIMINATION

An affordance-management view holds that prejudices, stereotypes, and discrimina-
tion are responses for managing recurring threats to reproductive fitness over human
evolutionary history (Schaller & Neuberg, 2012). Like all affordance-management
systems, threat-management systems share a common template: Cues in the environ-
ment heuristically (and imperfectly) imply specific threats. These perceived threats, in
turn, elicit a suite of functionally relevant cognitions, emotions, and behavioral
inclinations designed to manage the threats.

There are several important implications of this perspective, each of which we
expand on: (a) Qualitatively different psychological systems are likely to have evolved
to manage different threats. (b) Different threats are cued by different kinds of
information. (c) Upon activation by cues, these distinct systems engage qualitatively
different prejudice syndromes of specific cognitions and beliefs (i.e., stereotypes),
emotions (i.e., prejudices), and behavioral inclinations (i.e., discrimination). Thus, to
the extent that different groups are perceived to pose different threats, they are likely
to be targeted by different prejudice syndromes. (d) Threat management systems are
biased to avoid costly mistakes, erring on the side of perceiving greater (rather than
lesser) threat; consequently, people err on the side of discriminating against individ-
uals who, actually, may afford no threat at all. And (e) deployment of prejudice
syndromes depends on an individual’s perceived vulnerabilities to particular threats.
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People who feel vulnerable to different threats will engage different prejudices and
forms of discrimination.

To WHAT THREATS WoULD AN EVOLVED PsycHOLOGY BE ATTUNED?

Fitness is the extent to which one’s genes are passed into subsequent generations.
From this perspective, mechanisms that led our ancestors to be attuned to cues
suggesting threats to their (and to their kin’s) physical safety, to their ability to
acquire necessary resources (e.g., food), and to their health would have been adaptive.
Indeed, much of the research from an evolutionary approach has focused on preju-
dices towards those perceived to threaten others via physical violence or disease
(Schaller & Neuberg, 2012).

Because our ancestors benefited from coalitional action, people are also expected to
monitor threats both to coalition resources (e.g., access to territory) and the coalition’s
operational integrity—the social structures that enable coalitions to be effective.
Effective coalitions tend to exhibit trust, reciprocity, common values, socialization
practices, and authority structures for organizing individual effort and distributing
group resources (e.g., Brown, 1991). As a result, people should be wary of those who
threaten these group structures (Neuberg, Smith, & Asher, 2000).

DETECTING THREAT

How can one anticipate whether someone is likely to threaten safety, health, resources,
and the like? One cannot directly perceive another’s pathogens or intentions to harm.
Rather, people must rely on cues—features of morphology, behavior, or reputation—
that correlate (even if only weakly) with threats.

Because threats are qualitatively distinct—threats to physical safety are differ-
ent, for instance, than are threats to fair trade—the cues implying different threats
will also often be distinct. For example, threats of violence are cued by features
(imperfectly) implying the capacity to do harm (e.g., prominent upper-body
musculature, maleness, presence of a weapon) and the intention to do harm
(e.g., angry facial expressions, looming approach, maleness, and outgroup-linked
features related to morphology, language, skin color, clothing; e.g., McDonald,
Asher, Kerr, & Navarrete, 2011; Navarrete, McDonald, Molina, & Sidanius, 2010;
Navarrete, Olsson, Ho, Mendes, Thomsen, & Sidanius, 2009; Sell, Tooby, &
Cosmides, 2009). Threats to health are cued by features linked to pathogens
(e.g., skin lesions, coughing spasms) and relevant behavioral and physical abnor-
malities (e.g., nonfunctioning limbs, facial scars, extreme thinness or obesity;
Kurzban & Leary, 2001; Oaten, Stevenson, & Case, 2011; Park, Faulkner, &
Schaller, 2003; Schaller, Park, & Faulkner, 2003; Tybur, Lieberman, Kurzban, &
DeScioli, 2013), and by features that increase contact with pathogens (e.g., lack of
normative hygiene and food preparation practices). Threats to group integrity are
cued by features suggesting, for instance, an unwillingness to contribute to
collective group action (e.g., facial morphologies suggestive of untrustworthiness
or membership in another coalition; Yamagishi, Tanida, Mashima, Shimoma, &
Kanazawa, 2003; Zebrowitz, Voinescu, & Collins, 1996) or an inability to do so
(e.g., physical features and behaviors implying physical or mental disability).
In short, different threats are implied by different cues.
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THREAT PERCEPTION AND STEREOTYPES: IT’s BEST TO BE ACCURATE BUT,
IF NoT, BETTER SAFE THAN SORRY

If social perception is designed to manage threats and opportunities, then the
perceived association between cues and affordances will reflect, to a nontrivial degree,
actual associations. Indeed, many stereotypes are meaningfully accurate (Jussim,
Cain, Crawford, Harber, & Cohen, 2009; Swim, 1994). Of course, stereotypes are
not perfectly diagnostic but rather are statistically associated such that perceivers can
make more predictive inferences by using stereotypes (even when this also harms
stereotyped individuals). For example, to hold the stereotype that young men are
competitive implies that maleness and youth are statistically correlated with compet-
itiveness. Although there has been much research on the content of stereotypes, only
recently has an evolutionary approach been used to better make sense of this content
(Neuberg & Sng, 2013).

Consider, for example, sex and age stereotypes as traditionally represented by the
social psychological literature. People are seen as stereotyping men (and young
people) as competitive and agentic, and women (and elderly people) as communal
and caring (e.g., Eagly & Steffen, 1984, Hummert, Garstka, Shaner, & Strahm, 1995).
Moreover, these sex and age stereotypes are conceptualized as independent of one
another. Recent research suggests, however, that people’s actual stereotypes are much
more nuanced than this.

As predicted from a life history perspective (Kaplan & Gangestad, 2005; Stearns,
1976), the means by which males and females accomplish their major life tasks (e.g.,
growth, learning, mating, parenting) differ as they age. For example, because of
differential parental investment (Trivers, 1972), the sex difference in competitiveness is
greater in those years in which mating (relative to parenting) is prioritized. Second,
competition tends to be intrasexual—it is directed toward (relatively young) adults of
one’s own sex. If the task of the social perceiver is to manage the threats and
opportunities posed by others, stereotypes should be attuned to these nuances—to
the ways in which sex and age interact to drive strategic behaviors, and to the fact that
others’ strategic behaviors tend to be focused on some targets and not others.

And they are (Sng, Williams, & Neuberg, 2015). Instead of possessing independent
sex and age stereotypes, people actually possess interactive “SexAge” stereotypes of
the specific forms predicted. Moreover, instead of possessing stereotypes in the form
of general traits (e.g., “men are competitive”), people possess directed stereotypes—
stereotypes that account for whom stereotyped behavior is directed towards (e.g.,
“men are competitive towards young men”). Stereotypes are not only more complex
than suggested by the traditional literature, but sometimes contradict these previous
theories. For example, rather than holding the stereotype that women are less
competitive than men, people actually believe—accurately—that women are more
competitive towards young women than are young men.

Because social perception relies on imperfect cues, errors are inevitable. Although all
errors are potentially costly, some are more costly than others. Social perceivers are
biased toward reducing inference errors most costly to reproductive fitness (Haselton
& Buss, 2000; Haselton & Nettle, 2006), as illustrated by analogy to a smoke detector
(Nesse, 2005). Just as smoke detectors are biased to err on the side of false positives, so too
are evolved threat-detection systems designed to err on the side of assuming threats
when there are none, rather than missing (potentially fatal) threats. For prejudice, this
means people will be biased to overperceive the threats that others pose.
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Many people and groups who actually pose no risk may thus be perceived as
threatening. For instance, because pathogens often altered body shape and move-
ments, people who are extremely overweight, have limited control over limbs, or are
otherwise physically atypical may be (unconsciously) perceived as pathogen risks—
even when no actual risk is present. Similarly, because individuals were, ancestrally,
indifferent to the welfare of members of other groups, people who bear marks of
“outgroupness”’—for example, unusual accents or the practice of different rituals—
may be perceived as untrustworthy, even if these individuals are actually highly
invested in the groups they’re entering. “Better safe than sorry” is the operating
principle of the contemporary human mind as it perceives such individuals and
groups and enacts prejudices against them (Schaller & Neuberg, 2012).

DI1FFERENT PERCEIVED THREATS, DIFFERENT PREJUDICES, DIFFERENT BEHAVIORS

Behaviors that mitigate some threats may do little to mitigate others. Whereas a
physical confrontation might help get money back from a cheat, it's unlikely to
prevent pathogen transmission from a disease-carrying individual. There are good
reasons to expect that different behavioral routines evolved to address different
perceived threats.

Emotions play a critical role in driving functional, threat-relevant behaviors. Fear,
disgust, and anger serve as alarms that interrupt ongoing activities, focus attention,
and activate behaviors to address threats. For example, when we perceive a large
object moving rapidly towards us, we feel fear and become aware of danger while
physiological systems generate a burst of energy and send blood to the large muscles.
This syndrome of responses prepares us to flee or fight, thereby mitigating threats of
predation. In contrast, smelling dead flesh leads us to feel disgust, constrict our nasal
passages, turn away, and create physical distance—all of which, in combination,
reduces our exposure to contagious disease. In sum, different threats elicit different
emotional alarms and accompanying functional syndromes of cognitions, physiologi-
cal responses, and behavioral routines (Izard, 1991; Plutchik, 1980; Roseman, Wiest, &
Swartz, 1994; Tooby & Cosmides, 1990).

One would predict that responses to different categories of people will also often be
very different (Cottrell & Neuberg, 2005). For example, because many Americans
perceive Muslim fundamentalists as threatening physical safety, they show fear and
mistrust in encounters with them. Because facial disfigurements are (unconscious)
cues for disease, people respond with disgust, implicitly activate disease concepts in
memory, and avoid physical contact. Because reciprocity creates a vulnerability to
cheating, people show anger toward those seen as taking more than their fair share
(e.g., welfare recipients), stereotype them as lazy or selfish, and implement policies
such as reducing welfare programs and taxation. Because shared values facilitate
coordination and socialization into group norms, deviation from these values elicits
contempt, disgust, anger, accusations of immorality, and discriminatory actions to
exclude and disempower these individuals. Indeed, research shows links between
perceived threats, emotional responses, and functionally related discriminatory
behaviors (e.g., Cottrell & Neuberg, 2005; Cottrell, Richards, & Neuberg, 2015;
Cottrell, Richards, & Nichols, 2010).

Traditional theoretical approaches to prejudice (e.g., ingroup—outgroup, social iden-
tity and other self-esteem-based theories) are unable to explain why there exist
qualitatively different prejudices toward different groups. From these perspectives,
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prejudice has been viewed and operationalized as a general undifferentiated attitude
towards groups and their members—as simple valence: We like or dislike others, view
them favorably or unfavorably, and so on, and prejudice is assessed using “thermome-
ter” measures of how “warm” or “cold” participants feel toward different groups,
aggregated responses to “favorable” versus “unfavorable” statements about groups,
and implicit associations between groups and “good” or “bad” stimuli. Yet when
measures of specific emotions are assessed, rather than only valence, people show
textured feelings and beliefs about groups that can look quite different for different
target groups—even for groups that elicit similar reactions on traditional valence
measures (e.g., Brewer & Alexander, 2002; Cottrell & Neuberg, 2005; Esses,
Haddock, & Zanna, 1993; Fiske, Cuddy, Glick, & Xu, 2002; Mackie, Devos, & Smith,
2000). Such findings, and the fact that these different emotion profiles are predicted
by the different threats people perceive these groups as posing, challenge in
fundamental ways traditional theoretical explanations of stigma, prejudice, stereo-
types, and discrimination.

PREJUDICE SYNDROMES IN CONTEXT: FUNCTIONAL FLEXIBILITY

Evolved threat-management systems can increase reproductive fitness but can also be
costly to deploy. Discriminatory behavior is metabolically costly, distracts one from
potential opportunities related to other goals, and can result in lost opportunities for
future cooperation with targeted individuals. Moreover, discrimination against peo-
ple can lead to confrontations that cause injury and damage to reputations, relation-
ships, and coalitions. To minimize these costs, threat-management systems are
expected to be engaged primarily when the expected benefits outweigh the damage
they might cause.

This benefit—cost ratio will be more favorable when perceived vulnerability is high
due to features of the environment and the individual’s dispositional concerns. Threat-
management systems should be sensitive to cues—external or internal—of apparent
threat, and engage strenuously in threat mitigation when vulnerability appears to be
great but not when vulnerability appears to be low. There is now much evidence for
this form of functional flexibility.

Consider, for example, self-protective concerns. Given the costs of hypervigilance,
preparation for flight or fight, and fearfully avoiding others, self-protective mecha-
nisms are likely to be engaged only when cues suggest higher-than-usual risk of
danger. Indeed, experiments show that activating perceptions of danger alters a wide
range of cognitive and affective processes in ways that bias perceivers towards not
missing potential threats (Neuberg & Schaller, 2014). For example, increasing people’s
felt vulnerability to violence increases perceptions of anger in neutrally expressive
faces of young outgroup men and increases the likelihood that people identify
ambiguously categorizable persons as outgroup members (Maner et al., 2005; Miller,
Maner, & Becker, 2010). Moreover, just as being in a darkened room (a cue for humans
of vulnerability to physical attack) increases the intensity of the startle response to a
blast of noise (Grillon, Pellowski, Merikangas, & Davis, 1997), being in a darkened
room increases for North American Whites and Asians the activation of stereotypic
links between Black or Iraqi persons and danger concepts such as “hostile” or
“criminal” (Schaller, Park, & Faulkner, 2003; Schaller, Park, & Mueller, 2003). It's
instructive that this effect holds primarily for those who dispositionally view the
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world as a dangerous place—who especially view themselves as vulnerable to
violence. Moreover, the activation of these threat-linked concepts is specific to out-
group targets (and not to ingroup targets), and to physical-threat stereotypes (and not
to other equally negative, but nonthreat, stereotypes, such as lazy and ignorant). These
nuances reveal the functionally focused nature of the system.

Similar functional flexibility is apparent in people’s responses to cues for contagious
disease: For people who feel especially vulnerable to infectious disease, or when people
are in circumstances that make salient the presence of pathogens, disease-avoidance
prejudice syndromes are prone to activation. For instance, when disease concerns
are salient, people focus greater attention to blemished or disfigured faces (Ackerman,
Becker, Mortensen, Sasaki, Neuberg, & Kenrick, 2009; Miller & Maner, 2012). Concerns
with disease, whether dispositional or situational, also increase negativity toward
individuals with cues of disease such as people with asymmetrical faces (Little,
DeBruine, & Jones, 2011; Young, Sacco, & Hugenberg, 2011), who are significantly
overweight (Kenrick, Shapiro, & Neuberg, 2013; Park, Schaller, & Crandall, 2007), or
who belong to unfamiliar outgroups (Faulkner, Schaller, Park, & Duncan, 2004;
Navarrete, Fessler, & Eng, 2007; see Schaller & Neuberg, 2012, for a review).

Although less research is available, there is also evidence for functional flexibility in
the application of prejudice syndromes within other threat-management systems as
well. For instance, when concerns about resource scarcity become salient, people
categorize others to exclude more ambiguous-looking individuals (i.e., apparently
biracial persons) from their ingroups (Rodeheffer, Hill, & Lord, 2012), and when
concerns about economic competition are made salient, prejudices are heightened
especially against groups stereotypically viewed as strong economic competitors
(Butz & Yogeeswaran, 2011). Moreover, prejudices against groups seen as threatening
group values may be particularly pronounced when concerns about socialization
practices are salient, as when prejudices against gay men are particularly strong when
heterosexuals think about them within the context of socialization domains (e.g.,
elementary schools, religious institutions; Saad, 1996).

We see, then, that the engagement of threat-management systems and their
functional prejudice syndromes are directed specifically toward targets who exhibit
cues for specific threats and especially under circumstances in which people perceive
their own vulnerability to the threat in question.

INTERIM SUMMARY

The findings briefly reviewed pose a great challenge to traditional theories of prejudice
and stereotyping. Those approaches lack the conceptual architecture to a priori account
for the nuanced psychology people actually possess: that people apply different
stereotypes, prejudices, and discriminatory inclinations toward different groups,
based on the specific threats these groups are seen to pose; that these sets of responses
are enhanced when people feel themselves to be vulnerable to the particular threats;
and that people’s responses to apparently quite distinct groups (gay men, obese
persons) are nonetheless similar because they are at least partially generated by the
same threat-management systems. In contrast, the approach we highlight here
impressively predicts these findings.

We have focused on the evolved psychology through which individuals attempt to
manage threats posed by other individuals. Some of these threats are inferred from
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cues that others may belong to out-coalitions—groups of allied individuals working
toward common interests, who support one another in disputes against individuals
outside their coalition. Indeed, by definition, members of coalitional outgroups will
generally be more invested in their own groups than in one’s own, and it’s thus
reasonable for individuals—as individuals—to stereotype members of other coalitions
as less trustworthy, more willing to engage them in physical conflict, and so on. We
turn now to explore how members of coalitions interact with one another as coalition
members and, thereby, create the potential for group-on-group conflict.

ALLIANCE-BASED PREJUDICES AND CONFLICT

For animals that live in groups, there are plenty of opportunities to bang heads with
other group members, given limited resources to go around. Hence, social animals use
fighting strategies to compete for the group’s resources. At the same time, conflict is
costly. Fighting risks physical injury and damaging valuable cooperative relation-
ships. Animals thus require strategies that increase access to resources while reducing
both the likelihood of injury and damage to cooperative relationships.

There is a large theoretical and empirical literature in evolutionary biology about
animal fighting (Arnott & Elwood, 2009; Dawkins, 1976; Maynard Smith, 1982; Parker,
1974). Much of this work centers on the Hawk-Dove game, in which two players
choose to either fight (hawk) or flee (dove). Each player receives their highest payoff if
they fight and their opponent flees, but the most costly outcome occurs if both fight.
This research points to a few broad conclusions. First, evolution favors a judicious
mixture of fighting and fleeing rather than all-out aggression or all-out acquiescence.
Second, when there are asymmetries in fighting ability, more formidable disputants
will fight and weaker disputants will flee (all else equal). Third, animals also use other
asymmetries, independent of fighting ability, to decide conflicts, such as which player
first discovered or possessed the resource.

Fighting is a coordination game (Schelling, 1960). Although fighters disagree about
who should acquire the resource, they also typically share an interest in avoiding the
costs of fighting. This implies that fighters will attend to information or signals that
might help coordinate their fighting decisions to prevent deadlock and escalation. This
includes cues of relative formidability, precedents set by previous fights, and com-
municative displays of submission and dominance.

In many social animals, the result of these individual strategies is the creation of
linear dominance hierarchies (Boehm, 1999; Krebs & Davies, 1993). Individuals learn
which group members they can defeat and attribute to them lower status, and which
members they cannot defeat and attribute to them higher status. Higher-status
individuals can then win disputes merely by displaying dominance, whereas
lower-status individuals can avoid the escalation of conflict and further loss of
resources by displaying submissiveness. These communicative strategies persist
because they reduce conflict costs for both senders and recipients. Low-status
individuals are considerably disadvantaged by this coordination scheme, as they
are forced to forgo many of the potential benefits of living in the group. We should
expect evolution to favor adaptations designed to help individuals avoid this predic-
ament. A small number of social animals, including humans, have evolved a novel
adaptation to the problem of being dominated by more powerful individuals—
forming alliances.
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TuE EvoLuTiON OF GROUP-BASED DOMINANCE HIERARCHIES

The original adaptive problem that coalitions are designed to solve is being dominated
by a more powerful individual. By teaming up, a few weaker individuals can gain the
upper hand against a single more powerful one. The same logic of asymmetric fights
applies to the combined power of the coalition, in which sole individuals stand to gain
by backing down when they are outmatched by a team.

When one coalition is formed within a group, this creates a new adaptive
problem—being dominated by a powerful coalition. The solution to this quandary
is to form a coalition in response. In this way, coalitions beget more coalitions until all
members are split into teams (Snyder, 1984). Further, small coalitions can increase
their power by merging with other small coalitions, which occurs until the group
consists of a small number of massive nested coalitions. Individuals can seek cross-
cutting alliances with members of other coalitions to bolster their power within their
original coalition, creating a complex interlaced network of alliances. Due to this
complexity, coalitions are better conceptualized not as fixed and cohesive groups, but
instead as arising from interlaced networks of ranked loyalties (DeScioli & Kurzban,
2009, 2011, 2013; DeScioli, Kurzban, Koch, & Liben-Nowell, 2011).

Once coalitions are formed, they have the same problem as individual fighters—
avoiding costly fights—and they can apply similar tactics including fighting assess-
ment, fighting displays, dominance and submission signals, and the use of arbitrary
asymmetries or conventions. The result is a group-based dominance hierarchy,
analogous to individual dominance hierarchies. The existence of group-based domi-
nance hierarchies sets the stage for certain forms of intergroup prejudices and
discrimination.

SociaL DOMINANCE THEORY AND COALITIONAL PREJUDICE

Social dominance theory holds that the evolution of group-based dominance hierarchies
explains coalition-based forms of prejudice, discrimination, and oppression (Pratto,
Sidanius, & Levin, 2006; Sidanius & Pratto, 1999). From this perspective, coalitions
broadcast their memberships, group boundaries, and power advantages over other
groups through individual acts of prejudice, institutional discrimination, and legitimiz-
ing myths (Pratto et al., 2006). As in individual disputes, both higher-status and lower-
status groups gain by using dominance and submission signals because these signals
help individuals avoid the costs of violent confrontations (Sidanius & Pratto, 1993).
Due to this dominance scheme, individuals in lower-status groups receive a smaller
share of the available resources. Moreover, oppression by higher-status groups can
become extreme, such as the historically widespread practice of slavery.

From this perspective, then, certain prejudices begin with evolved cognitive
adaptations for coalition formation. In supporting an ally, one is exhibiting prejudice
and discrimination in favor of one’s ally against their opponent. Even supporting
family or friends in an argument against strangers is prejudiced, in this sense.

Social dominance theory focuses on three types of group-based hierarchy based on
age, sex, and arbitrary sets (Pratto et al., 2006). In the age system, adults as coalitions
have disproportionate power compared to children. In the gender system, men allied
in coalition have disproportionate power relative to women. In the arbitrary-set
system, people construct rival coalitions on arbitrary distinctions such as race,
nationality, political ideologies, or religion.
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Social dominance theorists argue that, historically, the most damaging prejudices and
acts of discrimination have been those used by these arbitrary groups of men to
dominate other men (Pratto et al., 2006). They further argue that this gender difference
is explained by parental investment theory, which implies high stakes for human male—
male competition leading males to fight more intensely than females (McDonald,
Navarrete, & Sidanius, 2011; McDonald, Navarrete, & van Vugt, 2012; Pratto et al,,
2006). Particularly important in this account are the legitimizing myths—which include
unflattering stereotypes about lower-status groups—used to stabilize otherwise arbi-
trary coalitional alignments to enable dominant groups to oppress weaker groups.

The idea of prejudice based on arbitrary sets fits well with game theoretic models
showing indeterminacy and instability in coalition formation (Von Neumann &
Morgenstern, 1944). In these models, individuals aim to form teams to gain advan-
tages over other teams, but these motives can lead to many possible partitions of the
group. Even after coalitions are formed, individuals often have incentives to switch to
a new coalition and these switches can, in some cases, occur indefinitely. Humans
appear to be attuned to this game of theoretic logic with psychological mechanisms for
tracking coalition membership by adaptively and flexibly alternating among a variety
of cues including race, accent, and even tags as arbitrary as shirt color (Kinzler,
Shutts, DeJesus, & Spelke, 2009; Kurzban, Tooby, & Cosmides, 2001; Pietraszewski,
Cosmides, & Tooby, 2014).

CoMMON COALITION-BASED PREJUDICES

Although coalitions tend to be unstable and shifting, certain special interests among
individuals make it more likely that specific kinds of coalitions will form and be
relatively stable. Perhaps the most biologically important source of shared interests is
family relationships. Kin deeply share fitness interests (Hamilton, 1964), and kin
selection favors adaptations for helping kin in conflicts with nonkin. These psycho-
logical mechanisms can be viewed as an evolved prejudice—nepotism—for support-
ing kin against nonkin, and are observed both in humans and nonhuman animals
(e.g., Cheney & Seyfarth, 2007; Silk, 2002).

Racial prejudices might be extensions of an evolved kin-based coalitional prejudice.
People might perceive racial and ethnic differences as cues indicating low genetic
relatedness. Because our ancestors were unlikely to encounter “racially” different
individuals within the range of their life experiences, there was little opportunity for
race-focused prejudice, per se, to be selected for (Kurzban et al., 2001). There likely did
often exist, however, observable differences between competing coalitions—cued by
different physical appearances, language or accents, and cultural artifacts and prac-
tices—that would enable individuals to evolve a coalitional psychology sensitive to
features implying difference. The features denoting “race” may thus serve as super-
cues of difference, and be used heuristically by a kin-based coalitional psychology to
generate so-called racial prejudices and acts of discrimination).

Age and sex are also potential sources of special interest groups. Life history
strategies (Kaplan & Gangestad, 2005) and parent-offspring conflict (Trivers, 1974) can
give rise to systematically different evolved preferences for individuals of different
ages. For example, children often try to extract more resources than parents want to
provide. Parents can potentially work together to suppress their children’s extraction
efforts, exhibiting a self-serving ageism. For example, the consensus among adults that
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children should obey their parents can be understood as a strategy for limiting
children’s demands for resources. For sex, parental investment theory and sexual
selection (Trivers, 1972) imply that men and women will have a variety of different
preferences. Each sex can potentially ally and conspire to advance its own interests at
the expense of the opposite sex, showing self-serving sexism. For example, men and
women might disagree about sexual activity outside of long-term relationships, such
as prostitution and pornography, due to differences in mating strategies.

Simple ingroup—outgroup coalitional views of race, sex, and age prejudices are
likely insufficient, however. Research reveals that coalition-based prejudices are most
frequently directed by and toward young men (relative to other sex/age categories).
Moreover, the particular stereotypes ascribed to intersectional categories—Sex X Age x
Race—are closely linked to the specific threats and opportunities associated with them
(Neuberg & Sng, 2013; Sng, Williams, & Neuberg, 2015). An integrative approach that
combines both threat-management and coalition dynamics will be especially
informative.

Other special interest groups might include those ostensibly based on values—on
broad orientations regarding the goals people ought to have and how they ought to
behave. Although values themselves appear to be abstract, they often serve as bases
for creating or maintaining particular rules, laws, and societal policies that place real,
tangible constraints on other people’s behaviors—constraints they often wish to avoid.
Political parties, for instance, are coalitions that compete over how resources within a
society are allocated, the manner in which rule violators should be controlled, and so
on. Religious groups, as a second example, are coalitions that compete over similar
concerns but also tend to seek to control the sexual strategies pursued by group
members (Weeden & Kurzban, 2013). It should not be surprising that activist religious
groups often exhibit strong prejudices against one another and engage in extreme
forms of conflict (Neuberg et al., 2014).

PREJUDICE AGAINST FOREIGNERS: WARFARE,
IMMIGRATION, AND EMIGRATION

Foreigners are individuals who have had little or no contact with the focal group.
Contact with peoples from different environments can expose individuals to
pathogens for which local immune systems are ill-equipped. Indeed, the history of
migration shows the virulence of pathogens when entering new populations (Diamond,
1997; Dobson & Carter, 1996; Ewald, 1994). Moreover, foreigners will often be
unfamiliar with local hygiene practices, placing residents at risk. Studies show that
desires for distance from foreigners and preferences for ingroups are most pronounced
in those who feel most vulnerable to disease (Faulkner et al., 2004; Navarrete et al., 2007).

The coalitional reasoning discussed above also applies to prejudices toward
foreigners. Whereas ingroup relationships require a balance of cooperation and
conflict, there is, by definition, little cooperation with true foreigners who are likely
to be seen mainly as competitors. Throughout evolutionary history, interactions with
foreigners were conflictual. For most nonhuman primates, intergroup encounters are
violent (e.g., Southwick, Siddiqi, Farooqui, & Pal, 1974; Wilson & Wrangham, 2003),
and ethnographic studies of human hunter-gatherers similarly show violence between
groups (e.g., Chagnon, 1992; Eibl-Eibesfeldt, 1974; Ferguson, 1984; Haas, 1990; Kelly,
1995; Robarchek, 1990). Because males were ancestrally more likely to encounter



Prejudices: Managing Perceived Threats to Group Life 715

outgroup individuals (e.g., Goodall, 1986; Hasegawa, 1990), males are expected to
exhibit greater group-on-group violence (Carpenter, 1974; Chagnon, 1988; Cheney,
1986; Wilson & Wrangham, 2003). In line with this idea, men perceive intergroup
situations as more threatening (Pemberton, Insko, & Schopler, 1996) and hold stronger
intergroup prejudices (e.g., Sidanius, Cling, & Pratto, 1991). Moreover, people are
especially slow to extinguish learned fearful reactions to outgroup men (Navarrete
etal., 2009). In all, there exist strong prejudices against members of outgroup coalitions
that are especially held by, and directed towards, men.

This helps explain why immigrants often elicit strong antipathies and sometimes
violence from local populations. They are seen as posing multiple threats—to health,
resources, physical safety, and values. Importantly, however, not all immigrants are
viewed with equal hostility. Those who are subjectively foreign—displaying cues for
unfamiliarity—receive greater antipathy (Schaller & Abeysinghe, 2006). In contrast,
immigrants who look physically familiar, speak the local language, and act according
to local customs are viewed as less threatening. Moreover, in line with the flexibility of
threat-management systems, we expect those who arrive during times of relative
prosperity will encounter less vulnerable residents and receive less hostility as a result.

This perspective also suggests why immigrant groups elicit less antipathy in
subsequent generations. The offspring of immigrants learn the local language, adopt
local cultural practices, and live according to local values, and so no longer exhibit
these cues for threats. The Irish arriving in the United States in the 1840s were viewed
as violent, disease-ridden, resource-grabbing, and allegiant to the Catholic pope, and
were stigmatized greatly for it. Today, nearly 200 years later, to be Irish is rarely seen
as threatening—and Americans across the ethnic spectrum celebrate St. Patrick’s Day.

Of course, foreign groups are often able to get along, at least temporarily. Within
societies, alliances form so individuals can more effectively pursue common interests,
and this happens at the level of foreign coalitions as well. Moreover, there may be
circumstances in which individuals actually become “xenophilic’—in which they
prefer outgroup to ingroup members. For instance, in some social species, including
humans, females have historically left their home groups to find mates from other
groups. The evolutionary logic of female exogamy pertains to incest avoidance, and
may help explain why female strangers are stigmatized less than male strangers, and
why females are more open to foreigners than are males. Favorable ties might also
develop between foreign groups based on trade for rare goods, access to territory, and
other mutually beneficial opportunities. That said, the basic evolved inclination is for
people to be quite wary of foreigners in their own midst.

REDUCING AND CONFRONTING PREJUDICES

To suggest that contemporary prejudices are rooted in an evolved psychology is not to
suggest that they are unchangeable. To the contrary. As we've seen, threat-management
systems operate in functionally flexible ways, and certain prejudices emerge under some
specifiable circumstances and do not emerge under others. Many people in many
cultures strongly condemn and oppose prejudice and this anti-prejudice behavior likely
also has a basis in human evolved psychology. Evolutionary approaches can inform
efforts to reduce harmful prejudices.

The main principle emerging from a threat-management approach is that by
reducing vulnerability to particular threats, one can reduce the related prejudices.
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For example, by changing the geographical frame of reference used by Sinhalese Sri
Lankans to estimate their numbers—shifting the perception of being outnumbered by
the Tamil to outnumbering them instead—Schaller and Abeysinghe (2006) reduced
their prejudices (at least temporarily) and made them more favorable toward peaceful
resolutions. Similarly, by providing disease-concerned individuals with hand wipes
or flu shots, Huang and colleagues reduced (at least temporarily) their prejudices
against immigrants, obese people, and people with physical disabilities (Huang,
Sedlovskaya, Ackerman, & Bargh, 2011).

A second critical principle is that different interventions will be required to
combat different prejudices. In Huang et al. (2011), reported above, infection-
reducing interventions did not reduce all prejudices, but rather prejudices related
to contagious disease, and only for individuals who felt most vulnerable to infec-
tious disease. The threat-based approach helps explain why certain interventions
succeed and others do not (see Schaller & Neuberg, 2012, for a more comprehensive
discussion).

A third idea motivated by an evolutionary approach is that people likely possess
adaptations designed to counter the prejudices they confront. That is, just as the
capacity for prejudice is a human universal, so is the psychological ability to oppose
prejudice. Humans not only oppress and enslave members of rival groups, but some
members of dominant groups work to empower and liberate lower-status groups. For
example, with the Slavery Abolition Act of 1833, members of a dominant group
emancipated oppressed groups throughout the British Empire. A psychological
theory of prejudice should account for both the motive to discriminate as well as
the motive to oppose discrimination.

One possible explanation derives from the fundamental instability of coalitions.
To strengthen their position inside a coalition, individuals can create cross-cutting
alliances with individuals outside of their coalition. Coalition members are not
immune to infighting and cross-cutting alliances can provide an advantage for
disputes within the coalition. Humans might have cognitive adaptations for identi-
fying potential cross-cutting allies, and this could help to explain people’s efforts
to promote the welfare of individuals in oppressed groups.

Another possibility is that humans have anti-prejudice adaptations designed to
diffuse escalating alliance-building. When each individual pursues a prejudiced
side-taking strategy, this expands the number of coalitions and subsequent
alliance-based obligations, which can lead to expanding and explosive disputes.
If, instead, bystanders to others” disputes coordinate on an impartial side-taking
strategy, these disputes can be contained. Indeed, moral cognition appears well
designed to perform exactly this function (DeScioli & Kurzban, 2013). Moral
cognition computes the wrongness of people’s actions, providing a basis for
side-taking that is independent of their identities, including coalition membership.
Moral side-taking involves computing wrongness magnitudes for the actions
taken by both sides of a dispute, and siding against the individual who performed
the action with the greatest wrongness magnitude. Importantly, moral side-taking
strategies do not displace prejudiced side-taking, but rather add to the repertoire
of human strategies for choosing sides. An individual’s choice of strategy will
depend on computations of the costs and benefits of each approach. When these
values differ across individuals, they will pursue different strategies, potentially
explaining individual and cultural variation in prejudice and anti-prejudice
behavior.
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CONCLUSION

The harms of malicious prejudices have plagued human societies throughout history
and continue to do so today. From an evolutionary perspective, several prominent
approaches to understanding prejudice have key limitations. These accounts posit
particular psychological needs or tendencies underlying prejudice, such as group
categorization, social identities, self-esteem, authoritarian values, the fear of death, or
justification of group standing (e.g., Adorno, Frenkel-Brunswik, Levinson, & Sanford,
1950; Fein & Spencer, 1997; Jost & Banaji, 1994; Schimel et al., 1999; Tajfel, 1969;
Tajfel & Turner, 1986). These accounts inevitably lead to questions about why humans
have these psychological traits and why they cause these particular behaviors.
Moreover, the evidence reviewed in this chapter shows levels of flexibility and
complexity in human prejudices, stereotypes, and forms of discrimination that go
far beyond what can be predicted by traditional theories.

The evolutionary approach suggests, instead, that the psychological systems
underlying prejudices are highly sophisticated computational systems designed to
track ancestrally relevant threats (e.g., violence, disease) and opportunities (e.g.,
cooperation, alliances), and to deploy prejudice—and anti-prejudice—behaviors to
manage these threats and opportunities and thereby improve individual fitness. This
approach generates nuanced hypotheses, supported by empirical research, well
outside the reach of traditional theories.

Critically, the hypothesis that prejudices are designed to benefit the individual does
not, in any way, diminish the harms that prejudices cause victims and societies. It is
crucial to emphasize, especially for lay audiences, the importance of avoiding the
naturalistic fallacy that evolved traits are benign, to be encouraged, or somehow less
condemnable. Evolution’s products include any number of unseemly and cost-
inflicting adaptations, from the viper’s poison-injecting fangs to the moose’s impaling
antlers to human jealousy and homicidal motives (Buss, 2006). The possibility that
prejudices are evolved adaptations, if anything, should heighten our concern about
these damaging behaviors because they reflect not merely naive, unschooled biases
but instead the operation of evolved, flexible, selfish, and largely unconscious strate-
gies. To outwit such an imposing foe requires theories that are prepared for evolution’s
most clever and Machiavellian designs.
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CHAPTER 29

Leadership in War: Evolution,
Cognition, and the Military
Intelligence Hypothesis

DOMINIC D. P. JOHNSON

It was not the legions which crossed the Rubicon, but Caesar.

—Napoleon Bonaparte

INTRODUCTION

and brother, Artaxerxes II. At the battle of Cunaxa, Cyrus was killed, and in the

ensuing peace negotiations, his second in command, along with all the other
generals and many lower-level commanders, were tricked and murdered. Famously,
the remaining army of Greek soldiers—*the Ten Thousand”—was left stranded in the
middle of hostile territory, hundreds of miles from home, and, most notably, leader-
less. Their remarkable march to freedom, fighting as they went, was recounted for
history by a soldier named Xenophon (4th century B.c./1989). According to legend, the
key to their success was the leadership that emerged organically out of a desperate
situation. Leaders, including Xenophon, were “elected” by the troops, and many
decisions were made democratically. Against all the odds, the Ten Thousand made it
home after a year of long-distance travel and war.

Leadership is a subject that has fascinated people for millennia (Hogan & Kaiser,
2005; King, Johnson, & van Vugt, 2009; Tecza & Johnson, in press; van Vugt, 2006).
This should be no surprise, considering that we are one of the great apes—and social
mammals more generally—all of which are characterized by strong dominance
hierarchies (Mazur, 2005; van Vugt & Tybur, Chapter 32, this volume). When
examining leadership in our own societies, we often look to leaders of the past for
inspiration. Xenophon'’s story is remarkable because it bucks the trend of top-down
hierarchical leadership that is so familiar to us from contemporary and historical

IN 401 B.c., Cyrus the Younger launched an expedition into Persia against his rival
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societies, especially in military contexts. Indeed, it hints that democratic leadership
was a critical ingredient of their survival against the odds. Most striking of all,
perhaps, the idea of the “marching republic” is appealing because small-scale
hunter-gatherer societies, like those in which modern humans evolved during the
Pleistocene epoch, were also supposedly egalitarian and did not have dominant
leaders. But they did have lethal intergroup conflict." Xenophon may therefore
symbolize important aspects of the origins of human leadership in war.

THE NATURAL HISTORY OF LEADERSHIP IN WAR

To begin, what is the evolutionary context for leadership and war? What are the
broader patterns of coordination and conflict among other animals, among our
primate relatives, and among early human societies? And in what respects are human
leadership and war unique?

LEADERSHIP AND WAR IN NATURE

Many of our physiological and psychological mechanisms go much further back than
the Pleistocene era, and are found in all primates, all mammals, and many other
vertebrates. These fundamental phenomena can have relevance to war and leadership,
even if they evolved for other reasons. Examples include our fight-or-flight response,
dominance hierarchies, and herding behavior. Such ancient traits undoubtedly affect
leadership and followership in war, but they are not adaptations for war. A different
question is whether there are unique leadership and followership traits that evolved
specifically to deal with war—or at least with intergroup conflict more generally.

Collective movement is evident in a range of species, including lower-order ones
such as ants, locusts, fish, birds, and antelope (Couzin, Krause, Franks, & Levin, 2005;
King et al., 2009). But there is little evidence that such traits represent leadership in any
strict sense (much of it appears to be self-organizing, individual behavior), nor that
they are specialized for fighting. Most animals fight, and many fights occur between
groups, but these are not really organized or led. Some animals do engage in
something approaching war, in terms of synchronous lethal violence against other
groups—notably ants, lions, and wolves (Wrangham, 1999a). Such conflicts, specifi-
cally, can be initiated by certain individuals with the most at stake. Others follow. For
example, in group-on-group encounters, female lions with cubs—those with the most
to lose—tend to lead approaches towards intruders (McComb, Packer, & Pusey, 1994).
But while both leadership and war have precedents in the animal kingdom, they are
rudimentary, and the combination—war leadership—seems absent.

LEADERSHIP AND WAR IN PRIMATES

One of the most prominent characteristics of all primate groups is a strong social
hierarchy, and these show signs of nascent leadership—even or especially in conflict.

1 For the purposes of this chapter, I roughly follow the definition of war as “organized, deadly violence by
members of one group against members of another” (Ferguson, 2012, p. 2232), and leadership as “a process of
social influence to attain shared goals” (van Vugt & Ahuja, 2011, p. 24), with some reservations about war
being “organized” and goals being “shared.”
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For example, male chimpanzees may form coalitions to oust the alpha male, while
alpha males themselves tend to side with the weak when fights break out, which
preserves the status quo (de Waal, 1998). However, these are within-group contexts. Is
there any evidence of leadership in between-group conflict? Many primates have
noisy and vigorous intergroup fights, but they are not usually led or lethal (Manson &
Wrangham, 1991). Chimpanzees are unique among primates for deadly intergroup
conflict, in which small parties carry out raids on members of neighboring groups
(Wilson et al., 2014; Wrangham, 1999a). Although these attacks appear to be deliberate
(moving stealthily into bordering territory), it is not clear from the limited data which
individuals, if any, “lead” or initiate lethal raids. There is some indication that higher-
ranking males and/or those with more at stake (in status or offspring) are more likely
to initiate approaches to intruders, territorial border patrols, and raids (Boehm, 2001,
pp- 27-29; Gilby, Wilson, & Pusey, 2013; Wilson, Hauser, & Wrangham, 2001). Still,
even if this is confirmed, it does not differ from other contexts, where high-ranking
individuals may make the first move in foraging or hunting, but cannot compel others
to follow. While dominance hierarchies and intergroup aggression clearly have deep
roots among our mammalian ancestors, if we want to examine leadership in war we
have to turn to humans themselves.

LEADERSHIP AND WAR IN SMALL-SCALE HUMAN SOCIETIES

The nonhuman animal examples are interesting because they suggest (a) you do not
need leadership for collective action and (b) lethal intergroup aggression is not unique
to humans. However, while commonalities are important, the animal analogues also
highlight what is different about human leadership—especially in war (Table 29.1).
Two overarching attributes in particular set us apart. First, human leadership is
unique because of sophisticated cognition: For example, theory of mind, language,
forward planning, and strategizing can be brought to bear by both leaders and
followers. Second, human leadership is unique because of sophisticated social organi-
zation: For example, large groups, divisions of labor, chains of command, and
intergroup alliances all broaden the scope of leadership and followership. Both
sets of characteristics enable and extend the practice of war as well as increasing
the necessity and utility of leadership. Indeed, Ferguson finds that “war by tribal
peoples displays a gradient of more sophisticated organization and practice linked to
increasing social complexity and political hierarchy” (Ferguson, 2012, p. 2232).
Leadership—both individual and structural—is therefore heavily implicated in the
evolution of war, even if it came late in the game in human evolution more generally.

War Leadership in Subsistence Economies Let’s look first at the context of leadership in
general. Our best model for human evolution during the Pleistocene epoch is represented
by hunter-gatherer societies—seminomadic kinship bands of a few dozen people. A
considerable literature concurs that they are remarkably egalitarian, with equal rights,
little or no private property, and no clear leaders (Boehm, 2001; Lee & Daly, 2004).
Although there is variation, hunter-gatherers are at least much more egalitarian than our
primate forebears or the larger chiefdoms, kingdoms, and civilizations that came later.
Among the common traits of small-scale hunter-gatherers are that “Leadership is less
formal and more subject to constraints of popular opinion than in village societies
governed by headmen and chiefs. Leadership in band societies tends to be by example,
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Table 29.1
Key Similarities and Differences in War Leadership Across Contexts
Small-Scale
Animals Primates Societies Chiefdoms History Today
Dedicated war No No No Yes Yes Yes
leaders
Voluntary Yes Yes Yes Variable Variable Variable
participation
Benefits to Yes Yes Yes Yes Yes Variable
leaders
Benefits to Yes Yes Yes Variable Variable Variable
warriors
Costs for Yes Yes Yes Variable Variable Variable
leaders
Costs for Yes Yes Yes Yes Yes Yes
warriors
Sexes Both Mainly  Males Males Males Mainly
involved males males
Size of Few? Tens Tens to Hundreds to Tens of Millions
armies hundreds thousands thousands
Military No No No Yes Yes Yes
institutions

@Although ant battles can involve hundreds of individuals.

not by fiat. The leader can persuade but not command” (Lee & Daly, 2004, p. 4). For
example, the 'Kung of the Kalahari and the Hadza of Tanzania had “either noleaders atall,
or temporary leaders whose authority was severely constrained” (Gowdy, 2004, p. 391).

Of course, dominance relationships and power struggles do exist. Indeed, leadership
of some form or other may be a human universal (Brown, 1991; van Vugt, 2006). But
small-scale societies have social mechanisms for keeping overly domineering individ-
uals in check, and restricting authority to specific domains of expertise (Boehm, 2001). As
Tim Ingold put it, “To eliminate distinctions of power . . . is not the same as eliminating
power itself. Despite their egalitarianism, hunter-gatherers generally attribute great
importance to power and its effects. For them, power is not power over, nor are its effects
coercive in nature. Rather, power takes the form of the physical strength, skill, or
wisdom that draws people into relations clustered around individuals renowned for one
or more of these qualities” (Ingold, 2004, p. 404). In the evolutionary psychology
literature, this phenomenon has focused attention on the role of status, prestige, and
coordination, rather than dominance (Henrich & Gil-White, 2001; Price & van Vugt,
2014; van Vugt & Tybur, Chapter 32, this volume). Ingold has concerns about the
concept of “prestige,” because it “suggests a competitiveness and ostentation which are
wholly foreign to the tenor of hunter-gatherer life,” but nevertheless recognizes that it
serves to “bring out the point that power works by attraction rather than coercion. Bands
dohave leaders [or, atleast, instances of leadership], but the relationship between leader
and follower is based not on domination but on trust” (Ingold, 2004, p. 404).



726  Groupr LivING: COOPERATION AND CONFLICT

Such leadership, however informal or weak, may translate into the realm of conflict
and war as well. Just as good hunters may be consulted on hunting matters or lead
foraging expeditions, so skillful fighters are often consulted on intergroup conflicts or
lead raids (Boehm, 2001). Raiding is generally voluntary, and often widely discussed,
even though individuals with greater experience or motivation may make the case for
offensive action, suggest a strategy, and take the lead. But in hunter-gatherers there are
still no real war leaders.

Even among larger tribal societies, Boehm notes that some “have panels of elders
who attempt to resolve feuds, but any such resolution is totally voluntary for the
parties concerned. There is no centralized coercive power to stop internecine conflict,
just as there is no centralized power to make decisions of war and peace” (Boehm,
2001, p. 97). Instead, tribes tend to make decisions by consensus. Ferguson’s review of
the literature also found that “with some exceptions, tribal warfare relies on consensus
and voluntary participation” (Ferguson, 2012, p. 2233). For example, among the Mae
Enga of Highland New Guinea, long and inclusive meetings are held to debate
whether or not to launch any major attack on a rival group, with everyone permitted to
speak. “Big Men” do not interfere, except to summarize and confirm the consensus
decision (Meggitt, 1977).

Planning is one thing. Fighting is another. While one can take time and consult
others at length in deciding what to do, where, when, how, and so on, “in the thick of
combat it is difficult for the entire group to talk over its next move” (Boehm, 2001, p.
97). Of course, this is a familiar problem of combat leadership throughout military
history (van Creveld, 1985). Though difficult, leadership in battle is nevertheless
attempted in small-scale societies just as it is in modern war. The Meru of Kenya would
conduct “carefully planned” raids on cattle, “moving and attacking in specialized
formations. The raid organizer was in command, though if courses of action were
disputed, men could switch loyalties to other leaders” (Ferguson, 2012, p. 2232).
Among the Mae Enga, during battles themselves, experienced “fight leaders” played
an important role, switching between leading attacks at the front line and directing the
action from the sidelines (Meggitt, 1977, p. 68). When multiple groups ally to fight
together, strategies are planned in advance, and a “supreme chieftain” may be
assigned to coordinate them in battle (though not always effectively).

Ferguson (2012, p. 2237) notes that because warriors’ participation is voluntary and
they can vote with their feet, in “the absence of the power to punish for behavior in
battle,” leaders are constrained in what they can expect and achieve. Others also
emphasize the problem of enforcement in coalitionary conflict—which, given the
risk of injury or death, represents the mother of all collective action problems (Tooby &
Cosmides, 1988). However, punishment or other social consequences may be present
even if not obvious or direct. For example, Mathew and Boyd (2011) found that among
the Turkana of East Africa, cowardice and desertion in warfare could result in sanctions,
physical punishment, or fines by the wider group. Indeed, they argue that without this
system of punishment, collective action for war would not be possible. Still, if and when
the risks are sufficiently low and the benefits are sufficiently high, punishment may not
be necessary for individuals to be motivated to participate (Chagnon, 1988; Johnson &
MacKay, 2015; Manson & Wrangham, 1991; Tooby & Cosmides, 1988).

There is a considerable literature on the ethnography of small-scale societies, but
while war is a common topic of discussion and analysis, the role of war leadership is
much harder to find. Where it does arise, insights are often combined for hunter-
gatherers, horticulturalists, and pastoralists (even though the socio-ecological context
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canbe quite different). In lieu of any established literature or theory on war leadership in
small-scale societies, below I list a set of common characteristics that tend to recuramong
reviews of indigenous warfare (e.g., Ferguson, 2012; Gat, 2006; Keeley, 1996; LeBlanc &
Register, 2003; Otterbein, 1989; Turney-High, 1949; Wrangham & Peterson, 1996):

* War leaders are not powerful and sometimes not even evident.

* War leaders coexist with others who lead or hold influence in other domains of
activity.

* War leaders depend on prestige, status, oratory, and leading by example to win
support.

¢ Participation is voluntary (although there may be strong expectations or social
consequences).

* Ambitious warriors often do their own thing and mount their own raids.

* Raids may be led by offended parties, rather than leaders (e.g., to avenge kin or a
prior theft).

* War leaders often play an important role in seeding or cementing alliances
(through intermarriages, feasts, and negotiations).

* War leaders tend to personally benefit from their activities within and surround-
ing war (e.g., from booty, land, resources, elimination of rivals, status, and
women).

Although this may appear a somewhat ad-hoc collection of features of war
leadership in small-scale societies, the common denominators are that (a) war
leadership is present but limited, (b) war leaders usually (but not always) participate
in fighting, (c) warriors are not easy to control, and (d) war leaders depend on, and
benefit from, prestige and status—like Xenophon.

War Leadership in the Transition to Chiefdoms and Beyond ~While limited in small-scale
subsistence societies, war leadership quickly became important and specialized as
societies increased in complexity. How leadership and war covary across different
types of society can be explored using the Standard Cross-Cultural Sample of 186
indigenous societies around the world (Murdock & White, 1969), which has variables
indexing war, political organization, and leadership (Ross, 1983a; Tuden & Marshall,
1972). Key findings are that (a) 53% of societies had no political organization beyond
the immediate community (so-called stateless societies), while 29% had a single
authoritative leader (Tuden & Marshall, 1972); (b) increasing political complexity
and hierarchy (indications of the role of leadership in general) are correlated with
social and economic complexity, larger societies, and higher levels of “external”
(outgroup) warfare (Ember, 1962; Roes & Raymond, 2003; Ross, 1983b); but (c)
external warfare was not correlated with the concentration, specialization, or centrali-
zation of political power—that is, more war is associated with greater leadership
structures, but it did not make for more authoritarian leaders (Ross, 1983a).

While these findings reveal broad patterns across all types of societies, the dynamics
of how war leadership changes as human societies develop may be more important. The
situation changed considerably as soon as we moved out of small, mostly subsistence
groups into larger, hierarchical and ranked chiefdoms. In fact, war and war leadership
may have played a direct role in this very transformation. Scholars of early warfare
suggest that the transition from egalitarian to hierarchical societies was driven in large
partby war leaders gaining prominence and holding on to their power after, or between



728 Grour LivING: COOPERATION AND CONFLICT

wars (Ferguson, 2012; LeBlanc & Register, 2003). We saw that among small-scale
societies, leadership is expressly limited by domain of activity, and “people cannot
extend such situational authority into generalized control over others” (Endicott, 2004,
p-416). However, war leaders may have become a special case because, unlike leaders in
other domains, they had an opportunity to make use of their power, resources, loyal
warriors, and alliances (as well as, often, physical strength and a record of victories) to
consolidate their position and pass on the benefits to kin (Boehm, 2001; Gat, 2006;
LeBlanc & Register, 2003). The process may have taken many generations and hinged
on additional conditions, such as sendentarism and divisions of labor, but it is war
leaders, rather than other types of leaders, that seemed to emerge as kings of the
mountain. However important or unimportant war was among Pleistocene hunter-
gatherers, therefore, war leaders may have played a disproportionate role in the
subsequent development of human social and cultural organization.

While debates persist about the extent of war or leadership in small-scale societies, by
the emergence of chiefdoms no one doubts the importance of either. Leadership is not
absolute and even in “structural” leadership positions (e.g., inherited ones), power can
still be limited. For example, Ferguson concludes that “such leaders have considerable
say in war decisions. But most chiefs exercise influence, rather than power” (Ferguson,
2012, p. 2237). Nevertheless, by the time of chiefdoms we were in the era of intensive
warfare, dedicated warriors, and strong, sometimes coercive, war leaders—features that
would only reach new heights as societies developed into kingdoms, civilizations, and
empires. This, of course, sounds familiar in the context of much of subsequent history.

Interestingly, therefore, egalitarianism is an anomaly in the broad history of evolution.
Most social mammals, including primates, are despotic. An individual or coalition will
dominate all others. Humans shifted away from this ancestral pattern into egalitarianism,
but have since fallen back into it. Our evolutionary foray into egalitarianism may have
been very important, because if it lasted for most of the Pleistocene epoch, then our
cognition, behavior, and social organization may have adapted to it. However, as soon as
agriculture was invented, strong hierarchies were back and humans became despotic for
all of history (Betzig, 1986; Diamond, 1998). Only in the past few decades have democracy
spread and monarchies and dictatorships fallen, although even now this process has not
been universally completed or universally successful. Corruption is rampant around the
world, including in many Western democracies, and even among the least corrupt,
individuals still vie for power and status despite democratic oversight and institutions
that resist it (Ludwig, 2002; Robertson, 2012; Shenkman, 1999).

THE LEGACY OF EVOLUTION FOR WAR LEADERSHIP TODAY

Thomas Carlyle proclaimed that “The history of the world is but the biography of great
men.” One could approximately paraphrase that as the biography of great war leaders.
Biblical, preclassical, Greek, Roman, medieval and modern history is largely about the
men who led, fought, and conquered empires. This is no doubt an exaggeration. However,
to the extent that it is true, war leadership in history becomes an important subject of study
for us—as evolutionary scientists—because of the role of evolutionary legacy in human
behavior. While historians have for centuries recounted and revised our understanding of
war, there are many features that, despite the political, economic and social complexities,
suggest the timeless workings of certain traits of human nature and, therefore, an
explanatory role for evolutionary psychology—and not least, the struggles for power,
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nepotism among kin, intergroup conflict, territorial aggression, and a range of cognitive
biases (Betzig, 1986; Gat, 2009; Johnson & Toft, 2014; Tetlock, 1998; Thayer, 2004). An area
ripe for new research is therefore evolutionary perspectives on historical war leadership
(Johnson, 2004; Mazur, 2005; McDermott, 2007; Rosen, 2004), which can shed light on (a)
universal features of war leadership across the ages and (b) problems of mismatch in
which evolved traits are counterproductive for leaders in modern war (van Vugt, Johnson,
Kaiser, & O’Gorman, 2008). But to explore the influence of evolutionary legacy on
contemporary war, we need to pay attention to commonalities and differences with
the wars of our past.

THE MiLITARY HOR1ZON: WHAT Is DIFFERENT ABOUT MODERN WAR?

Modern war is usefully contrasted with war in our past by what Turney-High (1949)
called the “military horizon.” He outlined various features that distinguished “primi-
tive” from modern warfare, notably its low levels of manpower, resources, training,
command and control, weapons, specialization, and tactics. Although one can debate
the details, there was a line crossed at some point in human history in which war
became a militarized endeavor with large numbers of professional soldiers under rigid
command structures. Today, all of these characteristics are very different from combat
among small-scale societies. The scale, complexity, hierarchy, technology, communi-
cations, and objectives make military leadership, as well as war, a very different type
of activity (Gat, 2006; van Creveld, 1985). However, not everything is different.

For one thing, although modern armies are vast, a recurrent feature across time is
the role of small units “at the sharp end” of any fighting, which are preserved today at
the level of the platoon—a couple of dozen men. These are closely bonded teams who
live, train, and fight together, and who must rely on each other to kill and avoid being
killed (Rielly, 2000). And, of course, these units have a leader who faces the same
essential challenge: leading a small group of men by example, earning their respect,
and keeping them motivated in the face of lethal aggression. At low levels, therefore,
the social context of war may be almost identical to how it always has been.

Second, great attention is paid to advances in military technology and weapons, but
such innovations by and large become an advantage for both sides. There may be alagin
who gets weapons first, but in general, opponents catch up with each other in an arms
race, which means they stay in the same relative position, just as in evolutionary arms
races (Cohen, 2007; Dawkins & Krebs, 1979; Rosen, 1991). Consequently, the real
competitive edge often comes not from technology but from age-old human factors:
strategy, morale, discipline, and, not least, leadership. Even nuclear weapons turned out
to represent a largely psychological challenge in the high-stakes game of deterrence and
bluff (Freedman, 2003; Schelling, 1960). Despite the remarkable advances in technology,
human factors in general and military leadership in particular remain crucial elements of
war, and can be decisive factors in victory and defeat (Cohen, 2002; Rosen, 1991).

So neither scale nor technology—two of modern war’s most distinctive features—
undermines the importance of leadership in war across the ages. But what makes a
good leader? Sun Tzu and Carl von Clausewitz, widely regarded as the two greatest
strategic thinkers of all time, agreed on many things, but they disagreed about the
possibilities and prerequisites of leadership (Handel, 2001; Sun Tzu, 2009; von
Clausewitz, 1832/1976). An evolutionary perspective generates some surprising
new insight into these differences (Table 29.2).
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Table 29.2
Differences Between Sun Tzu and Clausewitzian Views on War and Leadership

Importance according to

Sun Tzu Clausewitz
Intelligence Vital Overrated
Deception Critical Unimportant
Surprise Critical Unimportant
Control High Low
Outcomes Predictable Unpredictable

{ U

Ideal military leader Rational, calculating Intuitive geniuses
Evolutionary analog Raids Battles
Application Primitive/ancient warfare Modern/recent warfare

What s striking from an evolutionary perspectiveis that the key features important to
Sun Tzu—deception, surprise, and predictability of outcomes—are closely aligned with
raids in primitive warfare (e.g., see Wrangham 1999a, 1999b). By contrast, Clausewitz’s
emphasis on unpredictability and confusion is much more closely aligned with battles
and modern warfare. This is interesting in itself, because it suggests fundamental
differences between ancient and modern war, and eastern and western strategy (Sun
Tzu was writing in China around 500 B.c., Clausewitz in Prussia in the 1800s). But most
remarkable of all is the implications for leadership. Not coincidentally, Sun Tzu
envisages the ideal leader as calculating, rational, and able to weigh decisions based
on prior intelligence and force strengths. Clausewitz, by contrast, is skeptical of the
effectiveness of surprise and stresses the problems of unpredictability and “friction”
(when interacting parts do not perform as expected), leading him to suggest that
intuitive “geniuses” are required to make good judgments in the fog of war—Napoleon
being the archetype (who had remarkable mental and multitasking abilities, van
Creveld, 1985). The point here is that ancestral war may have favored Sun Tzu-style
leaders, who were effective in mounting the asymmetric surprise raids of the Pleistocene
era, but came ill-equipped for the problems of modern war captured by Clausewitz—
large, complex, slow-moving armies that clashed in chaotic open battles of annihilation.

PsycHOLOGICAL Biasgs: JUDGMENT AND DECISION-MAKING Biases IN WAR LEADERSHIP

A major research area in political science and international relations is the role of
psychology in decision making—especially in crises and wars (Levy, 1983; McDermott,
2004a; Post & George, 2004; Sears, Huddy, & Jervis, 2003; Tetlock, 1998; Vertzberger,
1990). Robert Jervis’s (1976) landmark book Perceptions and Misperceptions in Inter-
national Politics drew on the “cognitive revolution” in psychology to offer new
accounts of a range of puzzles in diplomacy, deterrence, and conflict. While this
literature has mainly relied on social psychology and behavioral economics, there is
a gathering interest in the evolutionary origins of judgment and decision-making
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Table 29.3
Some Key Psychological Biases Affecting Leadership in War

Bias Effect Example References
Prospect Theory  Risk-proneness when facing Cuban Haas, 2001; Levi and

losses Missile Whyte, 1997

Crisis

In-group/out- Devaluation and Rwandan Fiske, 2002; Staub and
group bias dehumanization of out-groups  genocide Bar-Tal, 2003
Overconfidence Overestimation of benefits or World War |  Blainey, 1973; Johnson

probability of victory and Tierney, 2011
Cognitive Forcing data to match beliefs 2003 Iraq Cooper, 2007; Festinger,
dissonance War 1957
Fundamental Assuming others’ actions are  Cold War Gilbert and Malone, 1995;
attribution error malicious Larson, 1997
Analogizing Tendency to fit new problems  Vietnam Khong, 1992; May, 1973

to past events

Note. (1) All such biases can affect leaders up and down the hierarchy, including political leaders (deciding
whether or not to go to war), military leaders (deciding how to fight a war), and bureaucratic leaders (deciding
how to resource and run a war), and (2) these biases may have been adaptive in the past, but they are likely to
be maladaptive today, due to a mismatch between their original triggers and function and the modern social
and physical contexts in which they arise (leading to failure rather than success).

biases, which often leads to novel predictions (Johnson & Toft, 2014; Lopez,
McDermott, & Petersen, 2011; McDermott, Fowler, & Smirnov, 2008; Rosen,
2004; Thayer, 2004). While there are many cognitive and motivational biases that
are of relevance to leadership and war (to be found, for example, in Kagel & Roth,
1995; Kahneman, 2011; Sears et al.,, 2003; van Vugt & Ahuja, 2011), here I have
summarized some key examples in Table 29.3, and expand in the text on just three
“big ones” that (a) have been implicated as influencing leaders’ decisions about war
and (b) are argued to have evolutionary foundations.

Prospect Theory A key psychological phenomenon affecting decision making about
conflict is prospect theory. In decisions involving uncertain outcomes, people are risk-
averse when choosing among potential positive outcomes (the “domain of gains”), but
risk-prone when choosing among potential negative outcomes (the “domain of
losses”). In essence, people tend to gamble more when facing the prospect of losses
(Kahneman & Tversky, 1979; McDermott, 1998).

Prospect theory has been used to explain key historical events such as Japan’s
decision for war in 1941, the Cuban Missile Crisis of 1962, and the tendency to escalate
wars rather than accept defeat, such as in Vietnam (Haas, 2001; Levi & Whyte, 1997;
Levy, 2000, 2003; McDermott, 1998, 2004b; Taliaferro, 2004).

Of particular interest for us is that the preferences underlying prospect theory may
have an evolutionary origin (McDermott et al., 2008). When resources are plentiful and
dangers scarce, organisms should avoid risky decisions, just as standard economic
models of expected utility would predict. However, when starvation or other dangers
threaten survival, selection can favor whatever risk-taking is necessary to give the
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animal a chance of life rather than certain death. This does not necessarily maximize
expected payoffs (e.g., food). But it maximizes Darwinian fitness. An evolutionary
perspective therefore suggests novel predictions for when and why we may expect to
see risky decision-making among leaders about, or during, war.

Ingroup/Outgroup Bias Of the long list of psychological biases in human judgment
and decision making, one of the most pervasive and powerful is the “ingroup/
outgroup” bias. A mass of empirical evidence demonstrates that people (a) rapidly
identify with their ingroups (even when they are strangers assigned into arbitrary
groups), (b) systematically overvalue their own group’s performance and qualities,
and (c) systematically devalue the performance and qualities of other groups (Fiske,
2002; Fiske & Taylor, 2007; Hewstone, Rubin, & Willis, 2002; Tajfel, 1974).

Ingroup/outgroup bias has been implicated in a range of aspects of war, including
genocides such as in Bosnia and Rwanda (Staub & Bar-Tal, 2003), perceptions of
enemies such as the United States and the USSR during the Cold War (Larson, 1997;
Silverstein, 1989), and influential theories about why states are intrinsically hostile to
each other (Jervis, 1976; Wendt, 1999).

Again this bias appears to have an evolutionary origin (Haselton & Nettle, 2006;
Sidanius & Kurzban, 2003, see also Kurzban & Neuberg, 2005). In human evolution,
familiar and kin-based ingroups provided security, resources, and social exchange, while
contact with outgroups risked exploitation, injury, or death. Attachment to the ingroup
and avoidance of outgroups was therefore likely to be strongly favored by natural
selection. Again, an evolutionary perspective suggests novel predictions about when and
why we may expect to see intergroup biases among leaders encouraging or affecting war.

Owerconfidence  All mentally healthy people, especially men, show a systematic bias
towards overconfidence in a wide range of domains. In particular, people tend to (1)
overestimate their capabilities, (2) overestimate their control over events, and (3)
underestimate their vulnerability to risk—three widely replicated phenomena collect-
ively known as “positive illusions” (Sharot, 2011; Taylor & Brown, 1994).
Overconfidence has long been identified as a cause of war by both historians and
political scientists, encouraging overambition, reckless diplomacy, overestimation of
one’s strength, and underestimation of the enemy and the costs of war (Ganguly, 2001;
Howard, 1983; Johnson, 2004; Johnson et al., 2006; Johnson, McDermott, Cowden, &
Tingley, 2012; Lebow, 1981; Stoessinger, 1998; White, 1968). Two landmark books on
the causes of war—separated by 25 years of work on the subject—both highlighted
overconfidence (or “false optimism”) as a recurrent and powerful phenomenon on the
eve of war throughout history (Blainey, 1973; Van Evera, 1999). For example, over-
confidence is argued to have contributed to European states’” expectations of a quick
victory in 1914 (Johnson & Tierney, 2011), U.S. expectations in Vietnam (Tuchman,
1984), and the Bush administrations’ discounting of the challenges of postwar
reconstruction in Iraq (Woodward, 2005). Jack Levy concluded that “Of all forms
of misperceptions, the one most likely to play a critical role in the processes leading to
war is the underestimation of the adversary’s capabilities” (Levy, 1983, p. 83).
Once again, recent work suggests an evolutionary origin for overconfidence
(Johnson, 2004; Johnson & Fowler, 2011; Nettle, 2004). Overconfidence can be adaptive
because it increases ambition, resolve, persistence, deterrence, and the credibility of
bluffing, generating a self-fulfilling prophecy in which exaggerated confidence actu-
ally increases the probability of success (Nettle, 2004; Taylor & Brown, 1994; Trivers,
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Table 29.4
Evolutionary Hypotheses on War Leadership
Hypothesis Implications Evidence References
Humans have evolved traits Evolved traits for military Nascent The Military
for war leadership leadership Intelligence
Hypothesis (this
chapter)
Humans have evolved traits  Evolved traits for leadership Growing van Vugt and
for leadership (that may Ahuja, 2011
carry over into war)
Humans have evolved traits Evolved traits for warriors Strong Tooby and
for coalitions (that may carry Cosmides, 1988

over into leadership)

Humans have evolved traits  Evolved traits for life in general Strong Rosen, 2004
that influence contemporary (including psychological biases);
war leadership with liabilities for people in

leadership positions

2011). Some authors have specifically suggested that overconfidence is adaptive in war
because of the importance of resolve, bluffing, and exploiting opportunities (Johnson,
Weidmann, & Cederman, 2011; Wrangham, 1999b). Intriguingly, van Vugt (2006)
highlights the empirical association of leadership with boldness, risk-taking, and seizing
the initiative to solve problems of coordination, especially when there are large potential
gains and high levels of uncertainty. In our evolutionary model, overconfidence was
more likely to evolve precisely when the stakes and uncertainty are high (Johnson &
Fowler, 2011). Some level of emboldened confidence may, therefore, be an essential
ingredient of successful leadership, as both psychologists and military commentators
havenoted (Baumeister, 1989; von Clausewitz, 1832 /1976). Once again, an evolutionary
perspective generates a range of new and testable predictions about when and why we
may expect to see overconfidence among leaders before or during war.

ARE THERE EVOLVED TRAITS FOR WAR LEADERSHIP?

Above we explored various general traits of evolved psychology that can affect
modern war and leadership. This leaves the more speculative but 6-million-dollar
question of whether we also have traits that are, in fact, specifically evolved adapta-
tions for war leadership (Table 29.4). I say “speculative” because (a) even the idea that
we have evolved traits for leadership of any kind is still a new area of investigation
(Price & van Vugt, 2014; van Vugt, 2006; van Vugt & Ahuja, 2011); (b) as we saw
earlier, war leadership is sporadic and limited in small-scale human societies, so it is
not obvious whether we should expect specific evolved traits for war leadership per se;
and (c) there is very little experimental work that has tested this possibility.
Although there has been considerable research on evolutionary adaptations for
dominance, status, coalitions, aggression, and fighting (Buss, 1996; Buss & Shackelford,
1997; Daly & Wilson, 1988; Duntley & Buss, 2011; Henrich & Gil-White, 2001; Kurzban,
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Tooby, & Cosmides, 2001; Lopez et al., 2011; Mazur, 2005; Tooby & Cosmides, 1988,
2010; van Vugt & Tybur, Chapter 32, this volume; Wrangham, 1999a), there is hardly
anything on evolved traits associated explicitly with war leadership. One problem is that
much of evolutionary psychology is about universal traits that were adaptive for, and
hence manifest themselves in, all people. Since, by definition, only some people can be
leaders (in fact, only a tiny minority), leadership traits may be constrained to evolve by
some form of frequency-dependent selection—traits that do well as long as not too many
people have or express them (van Vugt, 2006). And indeed, some authors have noted
that leaders are overrepresented by people with certain personality types or even
personality disorders (Ghaemi, 2011; Ludwig, 2002; Nettle, 2001). An alternative is that
we all have leadership (and followership) traits, but they are differentially expressed
according to the situation or environment (Price & van Vugt, 2014; Spisak, O’Brien,
Nicholson, & van Vugt, 2015). These two possibilities—the trait-versus-state debate in
the leadership literature—are both plausible but in need of further investigation from an
evolutionary perspective (van Vugt, 2006; van Vugt & Ahuja, 2011), especially in the
context of leadership in war.

We do have some intriguing studies to build on, however. One of the most striking
results to emerge from the evolutionary psychology literature in recent years is how
brute physical features can predict preferences and behavior. For example, experi-
ments and empirical studies have shown that, in general, people favor leaders who are
male, older, trustworthy, taller, and from one’s own group (Todorov, Mandisodza,
Goren, & Hall, 2005; van Vugt & Ahuja, 2011; van Vugt & Spisak, 2008). However, this
can depend on context. In a manipulation study of morphed faces, people preferred
certain leadership traits (such as greater age and being male) more in circumstances of
intergroup threat and war than in other types of scenarios (Spisak, 2012; Spisak,
Dekker, Kriiger, & van Vugt, 2012). This concurs with real-world observations that in
times of crisis, people may prefer or accept more aggressive and authoritarian leaders
(Boehm, 2001; McCann, 1992). However, these studies come down to an under-
standing of followership, rather than leadership, or at least “cognitive models” of the
kind of leaders people want in a given setting. We are not yet sure how such leaders
would decide or act, and whether or not they would be successful as a result.

A few studies get at traits more directly relevant to leadership, or at least to more
dominant individuals. For example, Aaron Sell and colleagues found that men’s
muscle mass can predict their beliefs in the utility of force—both in the context of
everyday life and in foreign policy (Sell, Hone, & Pound, 2012; Sell, Tooby, &
Cosmides, 2009). Stronger men are more likely to resort to and endorse fighting,
which makes evolutionary sense given their greater ability to extract resources and
attract, coerce, or deter others. In studies of leaders themselves, facial features
associated with dominance have been found to predict the later attainment of military
rank among U.S. military cadets (Mueller & Mazur, 1996) and achievement drive
among U.S. presidents (Lewis, Lefevre, & Bates, 2012).

Clearly, there are intriguing findings suggesting a role for dominance in both
leadership and conflict, as well as strong hints that prestige and social coordination are
as or more important (Cheng, Tracy, Foulsham, Kingstone, & Henrich, 2013; Price &
van Vugt, 2014; van Vugt, 2006; van Vugt & Tybur, Chapter 32, this volume). But
much work needs to be done to verify whether any such traits are adaptations for
leadership in war. The final section, however, proposes that there is at least one
evolved trait that is likely to be associated explicitly with war leadership, and it lies not
in brawn, but in brainpower.
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THE MILITARY INTELLIGENCE HYPOTHESIS

War is a complex, lethal activity, and all else equal, the side that is better prepared,
organized, and coordinated—that is, better led—is more likely to win. Here I propose
the “Military Intelligence Hypothesis” (MIH), which is that (a) intergroup conflict poses
cognitively demanding adaptive problems, (b) solving these problems was important
for fitness, and (c) this contributed to the evolution of human intelligence. The brain, in
other words, has been honed in part to the myriad ways to kill and avoid being killed
(see also Duntley & Buss, 2011; Thayer, 2004). The Military Intelligence Hypothesis is
thus a kind of “anti-social brain hypothesis,” in contrast to Humphrey and Dunbar’s
“social brain hypothesis” (Dunbar, 2003; Humphrey, 1986), in which human cognition
was influenced by the adaptive challenge not (only) of intragroup competition and
cooperation, but rather of intergroup conflict. The evolution and metabolic expense of
our disproportionately large brain has proven a significant puzzle for science, but an
important, if unfashionable, piece of this puzzle may be the unforgiving problem of
surviving and thriving in an environment of lethal intergroup warfare.

Cognitive advances would help any individual, whether leader or soldier, but they
apply most strongly to war leadership because the real purchase of this military
intelligence is in organizing multiple individuals to act cleverly together (via coordi-
nation by a leader), not individuals acting cleverly themselves (via uncoordinated
independent actions). In combat, a disciplined whole is strikingly more powerful than
the sum of its parts (Johnson & MacKay, 2015).

SUPPORTING EVIDENCE

The MIH is consistent with cross-species comparisons. Lethal intergroup conflictis rare in
the animal world, but where it occurs, it tends to be restricted to social mammals of high
intelligence—most notably chimpanzees among primates, and wolves among carnivores
(Manson & Wrangham, 1991; Wrangham, 1999a; ants are an interesting exception). The
mere formation of coalitions is restricted to higher-intelligence animals, such as primates,
canids, and dolphins (Harcourt & de Waal, 1992). From a broad comparative point of
view, therefore, it may be no coincidence that humans have both remarkable levels of
intelligence and remarkable levels of war. But the argument is not that the luxuries of
intelligence begat war. Rather, the demands of war begat (or boosted) intelligence.

The MIH also concords with archeological evidence. A study of 175 hominid skulls
from across the Pleistocene epoch found that variance in cranial capacity was best
predicted by measures of population density, suggesting that while several factors
may have contributed, brain evolution was primarily driven by competition with
other humans (Bailey & Geary, 2009). Other studies have found that population
pressure (population density controlled for available resources) correlates with the
level of warfare (Kelly, 2013). It may also be no coincidence that the cognitively
sophisticated Homo sapiens rapidly replaced long-established Neanderthals in both the
Levant and Europe (Gat, 1999).

THE CoGNITIVE CHALLENGES OF WAR

The primary focus of the MIH is the cognitive demands of strategy—the complex
challenge of planning what to do in interaction with an unpredictable and deadly
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Table 29.5
Domains of Intergroup Conflict That Demand Sophisticated Cognition (in alphabetical order)

Domain Significance Cognitive Demands

Alliances Gaining and maintaining third- Perspective taking, theory of mind
party supporters

Cooperation Mobilizing and maintaining Cheater detection, enforcement
warriors

Coordination Aligning interests and goals of Initiative, problem-solving
warriors and supporters

Deception Achieving surprise, masking Bluffing, acting, concealment
intentions

Diplomacy  Extracting gains while averting Bargaining, perspective-taking, patience

costs

Intelligence  Anticipating enemy strengths, Collecting, understanding, and integrating
weaknesses, and intentions information

Persuasion  Mustering support Reasoning, moralizing, rhetoric, oratory

Strategy Planning, deploying, and utilizing Dealing with uncertainty, interactions, rapid
forces decision making, cunning, prediction

Weapons Staying ahead of the arms race  Designing, making, and using tools

opponent. However, the demands of war leadership are much more far-reaching
than this, and include a range of cognitively demanding tasks (Table 29.5).
Of course, many of the traits listed are adaptive in interpersonal and within-group
interactions (not just war), so they are also consistent with the social brain hypothe-
sis. However, there are three reasons why the application of even these traits may be
of special importance in war.

First, the problems of war are harder. Since war tends to be against out-groups
rather than the in-group, it poses special adaptive challenges including, for example,
predicting the behavior of people you do not know, which is harder than predicting
the behavior of people you do. One also has to deal with limited information about
their strengths, resources, reserves, or alliance arrangements. “Knowing the enemy” is
a classic challenge of war.

Second, the problems of war have higher stakes. Not only does war threaten unusual
levels of costs and lethality, it also offers the possibility of bountiful gains (booty, land,
resources, elimination of rivals, status, and women). For all participants—victors and
vanquished alike—fitness consequences are significant. Therefore, even if war was
infrequent in our evolutionary history, it may have exerted a strong selection pressure
on ways to exploit or avoid it.

Third, the problems of war are pervasive, even in times of peace. Because of the ever-
present threat of intergroup conflict, even when (or precisely because) war is not actually
occurring, there are numerous tasks and challenges that require cognitive sophistication
and have significant implications for Darwinian fitness. These include building fortifi-
cations, social organization, forming alliances, signaling, deterrence, strategizing, allo-
cating resources, preparations for war, stockpiling, training, designing and making
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weapons, gathering intelligence, and contingency planning. Groups (and individuals
within them) that were poorly organized, prepared, or trained for war would have been
more likely to suffer at the hands of rivals in a better state of readiness. We may therefore
expect additional selection pressures on military intelligence arising from a host
of peacetime activities that nevertheless stem from war—and indeed, influence its
outcome.

AN EXTENSION OF COALITIONARY P’SYCHOLOGY

The MIH might seem to overemphasize the role of war in the evolution of human
intelligence. However, (a) it is not mutually exclusive of other factors driving human
intelligence; (b) the high level of death rates from war in ethnographic and archaeo-
logical populations (c.15%; Bowles, 2009) suggest that adaptations affecting success in
war would be under strong selection pressure; and (c) it is, in fact, a logical extension of
a previous argument for the role of human intelligence in war made by John Tooby
and Leda Cosmides. Tooby and Cosmides (1988) noted, in a widely cited but never
published paper, that coalitional aggression is remarkable not only for its importance
among humans, but for its rarity among other animals. Numerous species, such as
elephant seals, deer, or gorillas, have a single male that dominates all reproduction in
the group. If lesser males ganged together, they could easily depose the alpha and split
the spoils. But they never do. Tooby and Cosmides suggest the reason is that forming a
coalition demands sophisticated cognitive mechanisms to achieve and sustain the
necessary levels of cooperation. Since most other animals do not have such mental
sophistication, the great opportunities of coalitions and alliances are foreclosed to
them (as we saw above, coalitions are found only among a select few other species, all
of which have higher intelligence—such as chimpanzees, wolves, and dolphins). This
led Tooby and Cosmides to suggest that humans have evolved distinctive psycho-
logical traits for forming coalitions (Kurzban et al., 2001; Tooby & Cosmides, 2010; van
der Dennen, 1995; Wrangham, 1999a).

What were these traits? For coalitionary aggression to make sense given the
inherent risks to life and limb, two features must be in place: (1) some reasonable
probability of net gains and (2) the detection and sanction of free riders. Tooby and
Cosmides (1988) argued that in the Pleistocene setting of asymmetric raids, the large
gains and low costs should easily tilt the balance in favor of war (as do Johnson &
MacKay, 2015; Manson & Wrangham, 1991; Wrangham, 1999a). The bigger problem
remains in identifying shirkers and enforcing cooperation: Who takes on these
policing costs? They suggest this may have been solved by certain individuals having
higher stakes in war, or enforcement being delegated to others. Although it is hard to
see exactly how this might play out among a coalitionary group of equal individuals
(as they envisioned the problem), it is easy to see how leadership can plug the gaps
here. Leaders are likely to have higher stakes in the outcome, as well as lower costs of
enforcement (given physical power, authority, status, kin ties, or allies).

Tooby and Cosmides identified a crucial problem in the great benefits of coalitio-
nary aggression and yet the significant evolutionary obstacles of achieving it. But
leadership may have helped to cross the canyon of this big collective action problem to
reach the fertile fields of war. Taken together, the multiple advantages of intelligence
for effective war leadership, the high death rates due to intergroup conflict, and the
cognitive challenges of coalitionary warfare suggest that war itself may have con-
tributed to the enlargement and sophistication of the human brain.
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CONCLUSIONS

The importance of war in human evolutionary history remains controversial, but it
seems likely that it exerted significant selection pressure on human social organiza-
tion, behavior, and cognition. Although there are variations in the form and frequency
of warfare among small-scale societies, there are also remarkably consistent patterns,
which suggest a common adaptive problem and common solutions to solve it. One
important solution is likely to have been coordination and leadership—without these,
victory comes hard and death comes easily. But even if war leaders were only
transitory or weak in our evolutionary past, evolutionary psychology still has
much to say about leadership in modern war. This chapter has addressed two
very different strands of insight: (1) humans have a range of evolved dispositions
and biases (many of which are described elsewhere in this volume), that can have large
and important effects on leaders in their decisions for war and how they fight them
(just as they can affect any other kinds of decision), and (2) humans may have evolved
leadership and followership traits, some of which could be explicit adaptations to
intergroup conflict and war. A significant one is hypothesized to be intelligence itself.

What are the lessons for contemporary war? Wars in recent centuries tended to
involve the clashes of large, institutionalized armies of states and empires. In the 21st
century, war is more commonly proving to be asymmetric conflicts against ad-hoc,
loosely organized, often nonstate actors (Kilcullen, 2010; Strachan & Scheipers, 2011).
These smaller sides are not without leaders, but they are much more decentralized. New
research—from an evolutionary perspective—argues that this gives them an edge in
terms of greater flexibility and faster adaptation than the slow, lumbering machinery of
Western military organizations (Johnson, 2009; Sagarin et al., 2010). In Iraq and
Afghanistan, where Western troops were faced with a novel military challenge against
indistinct foes wearing civilian clothes and using unconventional methods, established
doctrines quickly failed. Moreover, within a large and complex organization such as the
U.S. Army, change was not easy to accomplish and even harder to institutionalize.
Instead, there became a premium on another solution—individual leaders on the
ground who showed themselves to be flexible within the constraints of the military
machine. General Petraeus, among other senior officers, called for a new generation of
“adaptive leaders” (Wong, 2004). As Petreaus explained: “There is no substitute for
flexible, adaptable leaders. The key to all that we did in Iraq was leaders—especially
young leaders—who repeatedly rose to the occasion and took on tasks for which they’d
had little or no training” (Broadwell, 2009). Human factors and leadership remain as
important to contemporary warfare as they did for Xenophon and the Ten Thousand,
and perhaps for warriors of all human societies since time immemorial.

Strategic theorists since Sun Tzu and Clausewitz have consistently emphasized the
difficulty of leadership in war—it is a domain of unrivalled contingency, uncertainty,
and confusion. As a result, Lawrence Freedman cautions that “it must never be
forgotten that strategy is an art and not a science” (Freedman, 2007, p. 369). However,
if war was important in human evolutionary history, natural selection is likely to have
favored cognitive and behavioral strategies that helped to coordinate and kill—and
avoid being killed—whatever the difficulties. One of the most important tools of all,
both then and now, is effective leadership. Combined with the many insights on
evolved psychological biases that affect war leaders just as they affect everyone else,
evolutionary psychology offers a scientific framework to help us understand the role
of leadership even in the “art” of war.
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PART VI

CULTURE AND
COORDINATION

DANIEL CONROY-BEAM and DAVID M. BUSS

psychology of group living. Chapters in this section focus on adaptations that

emerge as features of our species’ groupish nature. Living in groups offers our
species a bounty of benefits and costs, but also exposes us to a raft of new problems.
These include coordinating belief and action, accumulating and transmitting knowl-
edge, and knowing and exploiting oneself, other people, and group strengths. From
these problems emerge morality, reputation, prejudice, and perhaps culture itself—
topics that compose a cutting edge of evolutionary psychology. The chapters in this
section represent large advances into previously little-touched psychological territory
and are likely to become pillars within the broader foundation of evolutionary
psychology.

No treatment of evolutionary psychology would be complete without a detailed
examination of cultural evolution—the processes by which cultural variants are
invented, selectively jettisoned, and selectively retained, resulting in cumulative
change over time in ideas, inventions, values, beliefs, artifacts, and institutions. Maciej
Chudek, Michael Muthukrishna, and Joe Henrich take up this daunting challenge with
a superb chapter on the processes by which cultural evolution takes place (Chapter 30).
They argue that cultures do indeed evolve in ways that do not rely on genes and strict
replicators. The evolution of the huge human capacity for social learning, and hence
cultural learning, they argue, enabled our species to cross a critical threshold to
become a truly cultural species. They articulate some of the evolved psychological
adaptations on which cultural evolution relies, such as conformist transmission and
credibility enhancing displays. They end with a discussion of gene-culture
coevolution. This critical chapter provides a conceptual roadmap for the future of
the uniquely human components of “the cultural animal” that is us.

Humans have also been called “the moral animal,” and for good reason. Rob
Kurzban and Peter DeScioli provide an outstanding original chapter on morality
(Chapter 31). It focuses on moral judgment—how people judge the actions of others to
be right or wrong. The complex cognitive psychology of moral judgment is inexorably
linked with moral emotions, particularly moralistic anger and moralistic disgust.

r I THE IMPORTANCE OF groups is underscored by the need for two sections on the
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These emotions, in turn, often motivate punishment of those deemed to have morally
transgressed. Importantly, Kurzban and DeScioli hypothesize that moral judgments
serve a critical and underappreciated adaptive function—to guide coalitional side-
taking in times of social conflict. The moral side-taking hypothesis generates a raft of
novel predictions, and is likely to produce a sea change in thinking about morality in
the next decade.

If morality provides one solution to the problem of within-group alliance and
coordination, adaptations for hierarchy provide another. Mark van Vugt and Joshua
Tybur (Chapter 32) provide an excellent chapter on status hierarchies, arguing that
their complexity can be understood only by deep knowledge of the multiple psycho-
logical adaptations involved. They use evolutionary game theory as one tool to
explore these adaptations, and then turn to the links between status and hormones,
physique, verbal and nonverbal indicators, and emotions such as anxiety, shame, rage,
and depression. They then explore sex differences in status striving and other elements
of male and female psychology of status. They end with the evolutionary psychology
of leadership, offering the “service for prestige” hypothesis to explain the mutual
adaptive benefits afforded to both leaders and those who are led. Since status
hierarchies are universal and reproductively relevant resources are inextricably linked
with position within status hierarchies, this chapter opens up new and largely
unexplored territory for discoveries in this domain.

One such domain is that of reputation, explored in depth by Pat Barclay
(Chapter 33). Although humans are not the only species in which individuals hold
reputations, our unique capacity for language renders reputation exceptionally
important. As with status hierarchies, humans are likely to possess multiple adapta-
tions for dealing with reputation. These include cultivating one’s own reputation,
influencing or manipulating the reputations of others in what has sometimes been
called “information warfare,” and even skepticism about the value of the information
depending on its source. Although “gossip” is sometimes seen as a trivial and idle way
of spending time, Barclay argues that it is a critical form of manipulating reputations.
Humans develop reputations as cooperators (ability and willingness to confer bene-
fits) as well as aggressors (cost-inflicting proclivities). Barclay’s chapter also opens up
new territory by posting key adaptationist landmarks for future intrepid researchers
who explore the critically important, but largely overlooked, domain of social
reputation.

Cristine Legare and Rachel Watson-Jones follow with a terrific chapter on ritual
(Chapter 34)—one unique way in which humans across cultures solve the coordina-
tion problem. They argue that rituals serve vital functions—identifying group mem-
bers, ensuring commitment to the group, facilitating cooperation within the group,
increasing cohesion within the group, and critically, coordinating group or coalitional
action. They draw on a unique combination of empirical studies from samples of
children and adults, offering a developmental as well as an evolutionary perspective
on the origins of ritual. Along the way, they provide key insights ranging from
ethnographic anthropological studies to experimental studies of the effects of ostra-
cism on ritual, overimitation, and conformity in children. This chapter paves the way
for future psychologists in a discipline that has overlooked the importance of ritual.

Ara Norenzayan (Chapter 35) provides an insightful evolutionary psychological
analysis of the evolution of religion. He argues that religion, a culturally universal
phenomenon in varying forms, is best understood as a synthetic combination of by-
products of a suite of cognitive adaptations along with adaptations themselves, such
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as costly signaling in the service of cooperation. Religions themselves have evolved, he
argues, not through standard Darwinian selection, but rather through cultural
evolution as a partial solution to the problem of large-scale cooperation among
hundreds, thousands, or millions of individuals. Norenzayan’s theory of religion,
particularly the emergence of “Big Gods” as a cultural solution to the problem of large-
scale cooperation, has the signal virtue of synthesizing adaptationist, by-product, and
cultural evolutionary perspectives.

Steven Pinker ends the section on a strong note with his incisive contribution to the
ongoing debate surrounding group selection (Chapter 36). The title of his essay—The
False Allure of Group Selection—provides more than a hint about his skepticism of
group selection as an explanatory scheme. He starts by enumerating the many
different senses in which scholars currently use “group selection,” including as a
distinct form of selection, any behavior that involves groups, and a redescription of
genic selection using a different accounting system that defines practically any social
interaction, however fleeting, as a “group.” He argues cogently that these many uses
of “group selection” create large-scale confusion in which anything that loosely
involves groups or group living is attributed to the causal process of “group selection.”
Some theorists are on record as disagreeing with Pinker’s arguments, but his proposed
solution must be taken seriously: “I offer a simple solution: Stop using the term group
selection as a loose synonym for the evolution of group living, group competition,
group norms, group practices, social networks, culture, selflessness, kindness, empa-
thy, altruism, morality, clannishness, tribalism, or coalitional aggression.” Pinker’s
essay should be required reading for everyone in the evolutionary sciences.






CHAPTER 30

Cultural Evolution

MACIE] CHUDEK, MICHAEL MUTHUKRISHNA, and JOE HENRICH

spread across the globe long before the origins of agriculture, the first cities,

or industrial technologies. More ecologically successful than any mammal,
human foragers colonized most terrestrial ecosystems, from the frozen tundra of
the Arctic to the arid deserts of Australia. Yet, despite our massive ecological
success, we are physically weak, slow, and relatively bad at climbing trees; any
adult chimp can kick our butts and any big cat can easily chase us down. We can’t
distinguish edible from poisonous plants, and our gut can’t detoxify poisons. We
can’t survive without cooked food, but we aren’t innately able to make fire (or
cook). Our babies are born dangerously premature, with skulls that haven’t yet
fused. Our females stop reproduction long before they die (menopause), yet
remain sexually receptive throughout their cycle. Perhaps most surprisingly,
our kind are not very bright, and our success as a species is not due to our
intelligence (Henrich, forthcoming).

Skeptical? Imagine we took you and 19 friends and pitted you against a troop of
20 capuchin monkeys from Costa Rica, without equipment. We parachute both
teams into the Ituri Forest in central Africa. After 6 months, we return and count
survivors. Who would you bet on? Well, do you know how to make arrows, nets,
and shelters? Do you know which plants are toxic (many are)? You can start a fire
without matches, right?

Chances are your team would lose, despite your oversized crania and vaulted
intelligence. But, if not for figuring out how to survive as foragers—which our
ancestors managed to do across a staggering variety of environments—what’s that
big brain for, anyway?

In fact, the human half of this experiment has played out many times. Hapless
European explorers accidentally stranded in unfamiliar environments have typi-
cally floundered, and often died. History provides cases from the Arctic, tropical
forests in South America and Africa, Australian deserts, and along the coasts of
North America (Henrich, forthcoming). Forced to live as hunter-gatherers, these
Europeans couldn’t find food or distinguish poisonous from edible plants. They

YOU AND I are very unusual beasts. Our ancestors, mere African primates,
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couldn’t successfully hunt, locate water, avoid danger, make fire, or fashion tools,
shelter, or watercraft. Meanwhile, foraging populations had inhabited these same
environments for centuries, routinely overcoming such “challenges” (what they call
“daily life”).

Examples of such ill-fated ventures in the 19th century include the Franklin
Expedition (Boyd, Richerson, & Henrich, 2011), where every member of the best-
equipped expedition in the history of British polar exploration perished in a land in
which local foragers had thrived for almost a millennium, or Burke and Wills’s foray
into the Australian outback (Henrich & McElreath, 2003), in which, despite their
extensive preparations and equipment, they died because they did not know the
local aboriginal techniques for detoxifying plants. You might also consider watching
the film Van Diemen’s Land (2009), which vividly depicts the travails of Alexander
Pearce and seven other Europeans. In 1822, these men escaped a prison camp on the
Australian island of Tasmania. Unlike the hostile conditions faced by Franklin,
whose ship froze in the Arctic, or Burke and Wills, lost in the desolate deserts of
central Australia, these men spent a mere three months in a verdant forest, equipped
with a steel axe. Yet they found only two ways to feed themselves: stealing from
local Aboriginal foragers, who had inhabited this ecology for at least 35,000 years
(Cosgrove et al., 2010), and eating each other.

How does all this floundering by educated, technologically sophisticated
explorers square with the massive ecological success of our species? How is
it that we are so frail as individuals, so helpless when dropped into a novel
ecology, and yet our ancestors, wielding merely stone tools, swept across almost
the entire planet?

The reason we are such unusual animals is that we are an evolved cultural
species. Unlike all other species, we are addicted to culture. You and I rely on a
body of cultural know-how that is transmitted from one person to another, and
accumulates over generations. Stripped of this nongenetic information, we
are rather pathetic compared to other species (Boyd et al., 2011; Henrich,
forthcoming).

We need an evolutionary explanation for the existence and behavior of a cultural
species. Over the past three decades, the scientific enterprise of developing this
explanation has advanced rapidly. In this chapter, we will try to bring you up to
speed on our emerging understanding of the field of cultural evolution: how a species
evolves to be cultural, how culture itself evolves, and how cultural evolution interacts
with, and sometimes drives, genetic evolution.

A cultural species is one that has evolved to socially transmit complex behavior-
shaping information between generations. A key threshold for defining a cultural
species is cumulative cultural evolution: the point at which these transmitted behaviors
accumulate enough that they are more complex, sophisticated, and well adapted than
anything a single asocial or noncultural individual could devise alone in his or her
lifetime, regardless of how individually intelligent that person is (Boyd & Richerson,
1996). No individual today, no matter how smart, could recreate the world we live in.
Socially accumulated cultural adaptations have been so central to our species that they
have driven subsequent genetic adaptations (Laland, Odling-Smee, & Myles, 2010;
Richerson, Boyd, & Henrich, 2010).

As evolutionary researchers, if we want to understand a species that has crossed the
threshold into cumulative cultural evolution, we need—in addition to ecology,
evolution, and psychology—a theory of how cultural information itself changes
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over time (evolves). We need theoretically sound and empirically verified answers to
questions such as:

1. Can culture evolve? Does the notion of evolution even apply to something so
very different from genes?

2. How did a cultural species evolve? How could a species similar to extant,
nonhuman apes come to possess such highly adaptive, but nongenetic, behav-
ioral repertoires, and why haven’t other species done the same?

3. What kind of psychological adaptations does a cultural species need? How do
they influence cultural evolution?

4. How does culture itself evolve? How do these cultural repertoires adapt and
accumulate over generations?

5. How do genes adapt to cultural evolution? Have culturally evolved products
like tools, fire, languages, and knowledge about plants and animals shaped our
genetic evolution and our evolved psychological adaptations?

Let’s dive right in to the answers.

CAN CULTURE EVOLVE? DOESN’'T EVOLUTION REQUIRE
GENES OR REPLICATORS?

It's now clear that neither evolution nor adaptation requires discrete traits, “repli-
cators,” low mutation rates, vertical transmission, or random variation (Henrich &
Boyd, 2002; Henrich, Boyd, & Richerson, 2008). Genes evolve, but it doesn’t follow that
all evolving things must be gene-like. Genetic evolution is just one way information
can change and accumulate. A large body of formal mathematical models now
illustrates how culture can evolve, and when and how this is like—and unlike—
genetic evolution.

Evolutionary adaptation has three basic requirements: (1) individuals vary, (2) this
variability is heritable (information transmission occurs), and (3) some variants are
more likely to survive and spread than others. Genes have these characteristics, so they
evolve and adapt. Culture also meets all three requirements, but in different ways.
Like bacterial genes, cultural information spreads horizontally, not just from parent to
child. Formal models of cultural evolution begin from simple descriptions of how
individuals acquire behaviors—by learning from others, learning individually (e.g.,
trial and error), or by genetically encoded responses (“evoked culture”). Then, using
mathematical techniques drawn from population genetics, epidemiology, statistics,
and communications, they explore how the distribution of phenotypes—behaviors,
motivations, beliefs, and so on—changes over time.

There’s no analogy with genes. These models are built for culture, given what we
know about human learning. Even the earliest models focused on the differences
between cultural and genetic evolution: the transmission of continuous traits (like how
long to make your spear), “horizontal” learning from peers, or “oblique” learning
from older nonparents (Cavalli-Sforza & Feldman, 1973). Of the 38 different models in
Boyd and Richerson (1985), roughly half explore cultural traits as continuous (not
discrete) with transmission fidelity modeled as a parameter (so, no assumption of
“replication”), and many also considered the influence of cognitive biases in learning
and the impact of individual learning on cultural and gene—culture evolution.
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To get a handle on these formal models, consider an example. Suppose a young
hunter wants to figure out the best length for his arrows. He (or she) watches the three
most successful hunters in the community, notes the lengths of their arrows, and then
averages them.

Did anything replicate? No, but that’s not a necessary or useful concept for cultural
evolution.

Was something inherited? Yes, the learner didn’t invent an arrow or pick an arrow
length de novo; these were inherited from others by social learning. The phenotypes
(arrow lengths) of the new generation will be correlated with those of their “cultural
parents” (those they learned from).

Was there selection? Yes, the learner constrained the space of possible arrow
lengths by choosing the three most successful hunters. This is selective cultural
transmission.

Will there always be variability for selection to act on? Yes, even in this very simple
model, as long as there are fluctuations in hunting success and individuals are
imperfect copiers, arrow lengths will vary and learners will selectively imitate just
some of them.

Will there be adaptive evolution? Yes, under many conditions. If everyone learns
this way and if there is an optimal arrow length for hunting, eventually arrow lengths
will converge to it. This kind of adaptation—the process of phenotypes (e.g., behaviors
and technologies) becoming better suited to their environment—doesn’t require
genetic change or intelligence. It happens without anyone constructing a mental
model of aerodynamics or performing cost-benefit analyses of the effectiveness of
different arrows on various prey types.

Later we discuss emerging research on how cultural information evolves as it
travels the landscape of the adapted minds of our cultural species. To really under-
stand this, though, we’ll need to start by understanding the cognitive adaptations that
make cultural evolution possible in the first place.

HOW DID WE EVOLVE TO BE A CULTURAL SPECIES?

Many people still think that “evolutionary” or “biological” explanations oppose
“cultural” explanations—“Nature versus Nurture.” However, this approach shows
how cultural explanations are merely one type of evolutionary explanation. In 1985,
Boyd and Richerson extended the Darwinian umbrella to cover “cultural” explan-
ations by asking, Under what conditions does natural selection favor social learning
over individual exploration or genetic adaptation? How might natural selection shape
psychology to most effectively acquire ideas, beliefs, values, motivations, and prac-
tices from others? Under this expanded umbrella, explanations involving social
learning (“cultural explanations”) can interface with noncultural hypotheses within
one epistemological framework. Recognizing that social learning is part of the
explanation of a phenomenon doesn’t mean that genetically evolved aspects of
psychology aren’t also important parts of the explanation.

As neuroscience now makes inescapably clear, both genes and culture shape our
brains. Growing up in different societies, learning and navigating different culturally
evolved social norms, institutions, and technologies, results in different neurological
and hormonal reactions (Han et al., 2013; Kitayama & Uskul, 2011; Na & Kitayama,
2012; Nisbett & Cohen, 1996), that propel different perceptions, judgments,
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motivations, and behaviors. Cultural evolution shapes our biology in the short term by
influencing our development and our genes in the longer term. There’s much more to
our biology than our genes (Henrich, forthcoming).

How aNnD WHEN Dip CarAaciTies FOR CULTURE EVOLVE? WHEN Is CULTURAL LEARNING
GENETICALLY ADAPTIVE?

A great deal of theoretical work explores whether and when cultural learning
improves genetic fitness. Will selection favor rare cultural learners in a population
of mostly asocial learners? It often will: Culture is adaptive when asocial learning is
hard and environments fluctuate a lot, but not too much.

While the mathematical reasoning that supports this answer is sometimes subtle
(Aoki & Feldman, 2014; Boyd & Richerson, 1985; Hoppitt & Laland, 2013; Nakahashi,
Wakano, & Henrich, 2012), the logic of the conclusion is easy to appreciate. If asocial,
individual learning (e.g., trial and error) is easy and effective, then metabolic energy
and attention spent carefully observing others (cultural learning) is wasted. If environ-
ments don’t vary much, genes that adapt directly to the environment can produce
adaptive behavior more efficiently than ones that build metabolically expensive brains
capable of carefully observing others, inferring their goals, copying their actions,
and so on. If, on the other hand, environments vary so much that each generation
faces dramatically different challenges, then your parents’ generation’s behaviors,
strategies, and practices just aren’t worth copying, and asocial learning or genetic
programming is the best bet.

These theoretical insights fit well with empirical observations of human behavior.
We are more influenced by others’ behavior when individual experimentation is
difficult, costly, or produces ambiguous results (Caldwell & Millen, 2010; Morgan,
Rendell, Ehn, Hoppitt, & Laland, 2012). Even infants socially reference adults more
when confronted with more ambiguous stimuli (Kim & Kwak, 2011). Evolutionary
models have allowed us to build theories of human learning.

Why did humans in particular become a cultural species, and why only in the
past few million years (Henrich, forthcoming; Henrich & Tennie, under review)?
One explanation suggested by these models is that only recently did (a) environments
become too unpredictable for genes to track them, (b) fitness-relevant challenges
become too hard to be easily, asocially reconquered by each individual, and (c) a
species have the cognitive preadaptations to kick-start high-fidelity cultural learning.
Consistent with this, ice-core evidence shows that the rate at which global climates
(and consequently hominid habitats) fluctuated increased dramatically over the
5 million years since our lineage split from chimpanzees (Potts, 1998; Richerson &
Boyd, 2000; cf. Shultz, Nelson, & Dunbar, 2012).

In terms of establishing when humans became cultural, the evidence is scarce, but
archaeological findings show that for more than at least 1.8 million years, we have
relied on technologies that are hard to invent and master asocially (for review of the
evidence, see Henrich, forthcoming). Our hominid ancestors relied on expertly
produced Acheulean stone tools, which are hard to reinvent alone (Stout & Chami-
nade, 2012). Contemporary, healthy, well-educated adults, with a completed example
of a stone tool in hand and facing no time constraints, cannot produce stone tools like
expert Acheulean stone tool makers did and contemporary experts still do (Geribas,
Mosquera, & Verges, 2010). In the few remaining societies that use stone tools today,
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acquiring expertise requires many years of apprenticeship and social learning (Stout
et al., 2002). This suggests that by 1.8 million years ago, our lineage already relied on
social learning.

Theory and observation both suggest that as global climates began to increasingly
fluctuate over the past 5 million years, selection drove many species to rely more on
socially learned information. Ours, however, was the first to rely so heavily on social
learning, and to do it so faithfully and consistently that we crossed the threshold to
cumulative cultural evolution and became a cultural species. Why it was our species
that crossed the threshold is just beginning to get scholarly attention, though some
researchers argue the key lies in the social organization (e.g., pair bonding) and group
sizes of our ancient ancestors (Burkart, Hrdy, & van Schaik, 2009; Chapais, 2008;
Henrich, forthcoming).

THE PSYCHOLOGY OF A CULTURAL SPECIES

Building from this theoretical bedrock, scholars have honed in on the details of how
natural selection shapes the psychology of a cultural species. These investigations
weave formal evolutionary theory with careful empiricism to establish what cues
cultural learners use to figure out who to learn from (model biases) and what to pay
attention to (content biases).

Some people are just better at certain things, and natural selection favors cultural
learners who imitate better models. By studying how children and infants learn, we can
test hypotheses about which cultural learning biases were adaptive for our ancestors.

SKILL, SUCCESS, AND PRESTIGE

When learners can easily spot skilled models (that guy’s spear goes further), selection
should favor a bias for learning from them (for a review, see Chudek, Heller, Birch, &
Henrich, 2012). Supporting this evolutionary logic, children preferentially imitate
more skillful models when learning object names, artifact functions, and even causal
properties. They do this (a) even when the more skilled individual is a stranger rather
than a familiar teacher from their preschool, (b) even a week later, (c) even when the
more skillful model acts in bizarre and unconventional ways (Scofield, Gilpin,
Pierucci, & Morgan, 2013) or has an unfamiliar accent (Corriveau, Kinzler, & Harris,
2013), and (d) even when they have witnessed the skillful model being intentionally
deceitful (Liu, Vanderbilt, & Heyman, 2013). Even infants are more likely to imitate a
previously competent over a previously incompetent adult (Chow, Poulin-Dubois, &
Lewis, 2008; Zmyj, Buttelmann, Carpenter, & Daum, 2010). In novel environments,
infants are more likely to seek social cues from novel, competent strangers than their
own mother (Kim & Kwak, 2011; Stenberg, 2009)

Young children also preferentially learn from more confident individuals (see
review in Chudek, Brosseau, Birch, & Henrich, 2013). Interestingly, children who
speak languages with obligate evidential markers—grammatical indicators of the
source of information (e.g., Turkish)—respond more to skill cues at a younger age
(Lucas, Lewis, Pala, Wong, & Berridge, 2013), suggesting that cultural information
itself can shape cultural learning biases.

But sometimes skill differences aren’t easy to assess. Even today it’s hard to know
whether fad diets improve or worsen your health; even with decades of research, it’s
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still not clear what the optimal diet contains, though many people believe they know.
Imagine how much murkier these choices were for our prehistoric ancestors. Even
when skill is opaque, learners can make good choices by tracking success (Henrich &
Gil-White, 2001): Imitate whomever has more positive life outcomes—more wives,
more wealth, more friends, and so on. Consistent with this, young children seem to
prefer individuals who experience entirely random positive outcomes (Olson, Dun-
ham, Dweck, Spelke, & Banaji, 2008).

Assessing success differences can be difficult, can be costly, or can take a long time,
but children need to make learning decisions right now! Luckily, you can also imitate
your peers’ learning choices (“prestige bias”). For an in-depth exploration of these
ideas, see Henrich & Gil-White (2001). These insights explain why when children see
strangers paying more attention to someone, they’re more likely to learn from them
(see review of evidence in Chudek et al., 2012), and when adults need to design a
virtual stone arrowhead for hunting, they preferentially imitate both prestigious
models (those others have paid attention to) and successful models (those whose
stone tools reaped better payoffs), particularly when they themselves were struggling
with the challenge (Atkisson, O’Brien, & Mesoudi, 2012).

SELF-SIMILARITY, AGE, SEX, AND ETHNICITY

Of course, it’s not just about picking the most skilled model; there are also better
models for you in particular. A 3-year-old might be more likely to acquire behaviors
adapted to his or her personal ecology—the skills it takes to be a successful 3-year-
old—from a 4-year-old than by trying to imitate a 50-year-old. Young children do
prefer learning from similar or slightly older-aged peers in a variety of domains (see
review in Shutts, Banaji, & Spelke, 2010). Even 14- to 18-month-old infants seem to
have better recall for actions when they are modeled by 3-year-olds than by adults
(Ryalls, Gul, & Ryalls, 2000). It is also well established that children have strong same-
sex biases in their learning preferences (Shutts et al.,, 2010; Wolf, 1973). Adults,
meanwhile, seem more susceptible to social influence by those who share their
existing beliefs (Hilmert, Kulik, & Christenfeld, 2006).

The existence of an evolving cultural corpus can also give rise to ethnicities—that is,
symbolically marked groups (McElreath, Boyd, & Richerson, 2003). Once your fitness
depends on culturally transmitted strategies for interaction, and all your peers’
fitnesses do too, local norms can become critically important (Chudek & Henrich,
2011), and it makes sense to use arbitrary signals (like accent, dress style, tattoos, body
mutilation, etc.) to preferentially identify, interact with, and learn from coethnics. In
fact, any interaction governed by social norms (Henrich & Henrich, 2007) can
spontaneously generate just these kinds of ethnic correlations between an arbitrary
signal (e.g., dialect) and their behaviors (Efferson, Lalive, & Fehr, 2008). Recent
developmental psychology has shown that children and infants pay careful attention
to others” accents and prefer interacting with and learning from people with familiar
ones (see review in Kinzler, Corriveau, & Harris, 2011).

CONFORMIST TRANSMISSION

Most people today have lived through the historically bizarre phenomenon of “going
to school.” Though we grew up in very different parts of the world, at around age 5
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most of us found ourselves faced with compulsory attendance in a microsociety of
same-aged, mostly unrelated peers—each an evolved cultural learner, and each trying
to make sense of the world and making countless choices about what to wear, how to
behave, whom to affiliate with, and how to invest their time. So, chances are, you
already have some pretty good firsthand experience of conformist transmission
(people preferentially adopting the most common behavior) and even anticonformity
(preferentially avoiding it).

The simplest null models of cultural evolution assume that—in a given domain,
say, how early to wake up—Ilearners carefully observe the beliefs and behaviors of
their peers or parents and then pick one at random. These models imply that the
probability of someone choosing a cultural variant is just the frequency of that variant
in the preceding generation. A natural next step is to ask: Does it sometimes pay to be
more or less likely to adopt a cultural variant than its population frequency? If it does,
human psychology might be adapted to, all else being equal, conform or anticonform.
A widespread conformist bias has profound implications for the long-term, large-scale
patterns of cultural evolution we’d expect to see in history.

The question of whether and when conformist transmission pays continues to be
the focus of nuanced theoretical analyses. While some models suggest that conformist
transmission should be pervasive (see review in Nakahashi et al., 2012; Perreault,
Moya, & Boyd, 2012), others imply a more limited scope (Eriksson, Enquist, &
Ghirlanda, 2007).

Though psychologists have a long history of studying “conformity” in the broad
sense, only recently has evidence begun accumulating on conformity in this narrow
sense relevant to cultural evolution: how learning probabilities change as a function of
the frequency of a cultural variant. Across several studies, researchers have obser-
ved that some individuals use conformist learning (Efferson, Lalive, Richerson,
McElreath, & Lubell, 2008; Morgan et al., 2012; Toelch, Bruce, Meeus, & Reader,
2010), among a diversity of other strategies, like ignoring frequency information
entirely (Efferson, Lalive, Richerson, et al., 2008), copy the strategy whose frequency is
increasing the fastest (Toelch et al.,, 2010), and increasing dependence on social
information as the absolute number of demonstrators increases (which is consistent
with theory; Perreault et al., 2012).

CRrEDIBILITY-ENHANCING DisrLays (CREDs)

Imagine yourself as a Pleistocene youth. You notice that Big Bruce is a great hunter, is
very rich, has many wives, and that everyone pays attention to him. Something makes
Bruce successful, but what is it exactly? Is it the spears he uses, where he hunts, what
time of day he goes out, how he shaves his head, or the gods he worships? Since it’s
hard to know, selection can favor copying everything about Bruce. This logic helps
explain why even today, sports or music celebrities are able to increase the sale of milk,
cologne, or underpants (Chudek et al., 2012).

However, if we blindly imitated prestigious or successful people, they could easily
exploit us. Bruce could tell us the secret to success is giving him half of our meat. The
Credibility Enhancing Displays hypothesis (CREDs; Henrich, 2009) proposes an
evolved defense: We doubt claims that aren’t backed up by actions. CREDs help
us understand patterns of religious belief transmission: More children become
believers when their parents attend weekly services and give money to charity
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than if they merely profess belief (Lanman, 2012). In experiments, adult participants
make costly commitments to new beliefs after witnessing others engaging in costly
actions that only make sense in the light of particular underlying beliefs (Willard,
Norenzayan, & Henrich, 2015).

Do THesE CULTURAL LEARNING MECHANISMS MATTER IN THE REAL WORLD?

One of the starkest demonstrations of prestige and self-similarity biases—particularly
relevant for students of evolutionary psychology—is the Werther effect (Phillips, 1974):
the phenomenon of copycat suicides. In 1774, the German author Goethe published The
Sorrows of Young Werther, whose main protagonist, driven to sorrow by unrequited love,
shoots himself. The subsequent spate of copycat suicides by young men led authorities
toban the book in Italy, Leipzig, and Copenhagen. Since then, spikes of copycats of well-
publicized suicides of famous individuals (Coleman, 2004; Mesoudi, 2009), by similar
victims and using similar killing methods, have been documented in the United States,
Germany, and Japan. Besides the obvious prestige or success effect, copycats tend to
match their models on gender and ethnicity and be somewhat younger. Statistical
analyses show that many of these suicides were not individuals who would have
committed suicide anyway, since the rate spikes are not followed by relative dips in the
months following the celebrity’s suicide (see review in Henrich & Henrich, 2007).

Atfirst glance from an evolutionary vantage point, it seems inexplicably maladaptive
that people should kill themselves, let alone that they should do so in imitation of
strangers who only superficially resemble them. However, these disturbing patterns
make more sense when you recognize that humans are an obligate cultural species. We
are equipped with a cultural learning psychology that, on average, sifts out better
models and more adaptive information and predisposes us to acquire this information,
even if the behavior propelled by this information is individually costly in the short term.
Sadly, these cognitive mechanisms can tragically misfire.

WHAT 10 LEARN (CONTENT-RICH MECHANISMS)

Not all cultural information is equal—it pays to ignore some things and focus on
others. Natural selection ought to have attuned people to attend to fitness-relevant
forms of information. These include information about animals and plants, kinship,
dangers, mating, fire, reputation, social norms, and social groupings. In fact, many of
the psychological adaptations studied by mainstream evolutionary psychology pro-
vide the rich cognitive architecture and shape the acquisition of cultural information,
creating what we call content biases.

For example, children not only keenly attend to information about animals, but
they are selective in what they store in memory. Barrett and his collaborators have
demonstrated that children across societies are particularly savvy learners of social
information about dangerous animals (Barrett & Broesch, 2012)—we’re especially
likely to remember when someone tells us that an animal is dangerous, and when
children make mistakes they tend to err on the side of assuming animals are dangerous
(Barrett & Broesch, 2012; Broesch, Henrich, & Barrett, 2014).

The information is then structured cognitively into hierarchical taxonomies, and
information gleaned about one animal or one species is probabilistically extended to
other species by category-based induction. If you learn that a particular pet parrot has
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hollow bones, you readily infer that all parrots have hollow bones, and that perhaps all
birds have hollow bones. The combination of cultural learning and this folkbiological
cognition provides adults in small-scale societies with an immense body of valuable
and adaptive knowledge. However, without cultural input, this cognitive machinery
corrodes and begins to malfunction, as it does in urban Western populations (Atran,
Medin, & Ross, 2004; Medin & Atran, 2004).

Similarly, recent investigations of infants’ responses to plants suggests that even at
around 1 year of age we recognize plants as something special that should be approached
cautiously (Wertz & Wynn, 2014) and have a special sensitivity to information about
whether they are edible (Wertz & Wynn, in press). Infants, who seem to immediately put
almost anything in their mouths, will pause when encountering a plant and wait to see
if anyone else tastes or eats it (a CRED) before putting it in their own mouth.

Here’s a small sampling of work in other content domains of cultural learning:

Reputation information: Mesoudi, Whiten, and Dunbar (2006) have demonstrated
that gossipy information—about others misdeeds and affairs—gets transmitted
more faithfully through laboratory social networks.

Fire: Fessler (2006) has drawn on diverse evidence to argue that children’s psychol-
ogy may be calibrated for attending to and learning about fire.

Norms: Tomasello and his colleagues have experimentally demonstrated that young
children are particularly attuned to notice others’ behavioral regularities and
interpret them as injunctive social norms, spontaneously enforcing them on a
“norm-violating” behaving puppet (Schmidt, Rakoczy, & Tomasello, 2011;
Schmidt & Tomasello, 2012).

By focusing on content mechanisms, cultural evolution can interface in important
ways with mainstream evolutionary psychology. For example, much work on human
mating preferences has shown reliable patterns across societies as well as interesting
cross-population variation and historical change over time (Buss, Shackelford, Kirk-
patrick, & Larsen, 2001; Henrich, Heine, & Norenzayan, 2010). Consistent with this,
increasing evidence now shows how humans use the forms of biased cultural learning
discussed above not only in assigning mate values to individuals but also in assigning
mate vales to attributes, like hair style or dress (see review in Henrich, forthcoming;
Little, Jones, DeBruine, & Caldwell, 2011; Zaki, Schirmer, & Mitchell, 2011). Of course,
this doesn’t imply that mate preferences are merely culturally learned, since there
ample and reliable preferences across diverse societies and mate preference variation
may be due to factors besides cultural learning. It does, however, begin to suggest how
an evolutionary psychology that fully incorporates cultural evolution can provide a
more complete account of human nature and diversity.

Finally, one important and emerging area of work is the evolution of teaching,
which is the flip side of cultural transmission (Fogarty, Strimling, & Laland, 2011).
Evolutionary approaches to teaching have already begun to generate important
insights in small-scale societies (Kline, Boyd, & Henrich, 2013).

CULTURAL EVOLUTION

So far we’ve explored scientific terrain that should be familiar to someone reading a
handbook of evolutionary psychology. We’ve asked how natural selection might have
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adapted our modern minds for navigating a particularly important challenge our
ancestors faced—the challenge of cultural learning. Now we take an exciting step
further by asking: Given our evolved psychology, how does culture itself evolve? How
can we, as researchers, describe, model, test, and understand the ways in which the
information we transmit between individuals and between generations changes over
decades, centuries, and millennia?

CuLTturAL EvoLuTiON BUILDS ADAPTATIONS

Cultural adaptations are all around us, but they can be hard to see, let alone
understand. In a few cases, such as the metric system, our cultural corpus was honed
by smart minds making deliberate choices. For the most part, though, the behaviors
we acquire—how we tie our shoes, give directions, and even divide the color spectrum
(Deutscher, 2011)—have been dynamically shaped by many millions of evolved,
biased minds learning, forgetting, applying, and transmitting information over
generations. These dynamics play out on scales far larger than our individual lives,
and so, like genetic evolution, are difficult to perceive with the naked eye.

There are, however, rare and valuable moments when the consequences of these
processes are cast into stark relief. For instance, when anthropologists study small-scale
societies through the lens of modern science, they see culturally acquired practices
extraordinarily well adapted to local environmental challenges, yet the people them-
selves merely claim it’s just “our custom” (Henrich, 2002; Henrich & Henrich, 2010).
How can we explain this? Must we assume that each culture’s history is peppered with
long-lost savant shamans, who secretly, consciously crafted these traditions?

We needn’t, which is good given the many flaws in human reasoning (Henrich,
forthcoming). Mechanisms such as the success bias, prestige bias, conformist bias,
CREDs, content biases, and intergroup competition allow cultural information to
improve and aggregate over generations, without anyone ever needing to understand
why or how it is happening, or why a given cultural practice or tradition is effective.

CuULTURAL EVOLUTION SHAPES PREFERENCES AND THINKING

Don’t make the mistake of thinking that culture is a passive thing—merely a message
that is distorted by our biased minds as it is whispered between generations. Culture
isn’t just shaped by our minds; our minds are shaped by culture.

Consider this case: Like other primates, humans are born with a taste aversion to
spicy chili peppers. However, despite this aversive content bias, many populations in
the New World have incorporated chilies and other strong spices as essential
ingredients in their cuisine. Billing and Sherman (1998) conducted an extensive survey
of the recipes from across the world, along with a survey of the antimicrobial
properties of different spices. They found a strong relationship: Societies in climates
that posed the greatest pathogen risk due to food spoilage also had the greatest
preponderance of antimicrobial spices in their food.

How did these societies come to have such conveniently adaptive culinary tastes? It
is implausible that individuals recognized that the bad taste of plant toxins was
outweighed by their value in fighting disease and decided to overcome their innate
aversions and incorporate spices into their diets. Most individuals just try different
foods and imitate others’ dietary choices as children. What tastes good is a
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combination of genetics (sweet items provide glucose) and culture (chili peppers
provide antimicrobial defense despite genetic predispositions against them). But how
does culture override our genetically encoded preferences?

Experiments show that children readily adopt the food choices and preferences held
by their peers (Birch, 1987; Duncker, 1938), and exercise those preferences in both their
private food rankings and public behavior. Consistent with this, evidence from neuro-
science indicates that seeing cultural models prefer something actually makes a learner
enjoy it or desire it more himself, even if he is alone (Zaki et al., 2011). The available
evidence indicates that cultural learning alters our brains to change our preferences for,
or tastes in, wine, men, and music (see review in Henrich, forthcoming, Chapter 16).

These cultural adaptations, modifications of our tastes in this case, are the long-term
outcomes of population-level evolutionary processes, guided by the adaptive learning
biases we described above. When many people across many generations are more
inclined to learn from their slightly healthier and more successful peers, the entire
population’s dietary preferences and culinary repertoire will gradually become more
adaptive. The same processes sometimes shape food taboos. Henrich and Henrich
(2010) fill out the details of this process by examining how an adaptive repertoire of
fish taboos, which protect pregnant women from dangerous marine toxins, has
accumulated to address a local environmental challenge in Fiji.

In addition to preferences, ample evidence from diverse societies documents
variation across populations in seemingly basic psychological domains (Henrich,
Heine, et al., 2010). Across cultures, people differ in susceptibility to visual illusions,
notions of fairness, motivations to punish, morality, endowment effects, spatial and
folkbiological reasoning, conformity, IQ, underwater vision, and analytic thinking. In
some cases, these psychological differences may arise from jukebox-like adaptive
responses to distinct environmental cues, but the strength of these cues is almost
always shaped by culturally constructed environments, including both institutions
and technologies. Cultural evolution provides an evolutionarily grounded approach
to building theories about how and why these (nongenetic) psychological differences
emerge and are maintained (Henrich, Ensminger, et al., 2010; Hruschka & Henrich,
2013; Leibbrandt, Gneezy, & List, 2013; Nisbett & Cohen, 1996).

Documenting societal differences needn’t be just an exercise in butterfly collecting
(for this, see cultural psychology); in the light of cultural evolution, patterns of cultural
differences can be theorized within a Darwinian framework.

SocIALITY INFLUENCES CULTURAL EVOLUTION

The sociality of a population—its size and interconnectedness—also influences the
process of cumulative cultural evolution. Larger populations tend to have more
complex technology and culture (Edinborough, 2009; Kline & Boyd, 2010; Powell,
Shennan, & Thomas, 2009). When populations shrink, cultural and technological
complexity seems to also decline (Boyd et al., 2011; Henrich, 2004). Models of cultural
evolution (Aoki, Lehmann, & Feldman, 2011; Kobayashi & Aoki, 2012; Lehmann,
Aoki, & Feldman, 2011; Powell et al., 2009) explain why.

Each society has a distribution of skills—some individuals, like Bruce, are better at
making bows than others. Prestige and success biases lead people to copy Bruce. On
average, most imitators don’t become as good as Bruce, but the larger the population,
the higher the chance that one or two may be better. In a more interconnected
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population, people are more likely to have access to better models, learning from the
best and integrating insights and techniques from more individuals. If populations
shrink, the number of people better than Bruce decreases, and even with adaptive
learning biases, on average, accumulated know-how or technical sophistication may
be lost over generations. Recently, two teams have confirmed these predicted relation-
ships using laboratory experiments (Derex, Beugin, Godelle, & Raymond, 2013;
Muthukrishna, Shulman, Vasilescu, & Henrich, 2013). Psychology-style laboratory
experiments can teach us about long-term cultural evolution.

CULTURAL MALADAPTATION

Our transition to cumulative cultural evolution has allowed us to live in an astonishing
array of environments and become Earth’s dominant species. But just as genetic
evolution doesn’t always lead to perfect solutions—from runaway selection (peacock
tails), to the previously adaptive (sickle cells), to the vestigial (wisdom teeth)—so too
can cultural evolution lead to cultural maladaptations.

Runaway cultural evolution can occur when naive learners preferentially learn
from prestigious individuals, identified by an arbitrary marker, leading to an arms
race for more potent versions of the marker. Boyd and Richerson (1985) give the
example of tattooing in Polynesia. Without the benefits of a modern tattoo parlor,
tattooing in Polynesia was painful and somewhat dangerous, such that only about a
foot of the body could be tattooed in one sitting. The recovery from each sitting
involved 8 to 12 days of local inflammation and fever, which sometimes proved fatal.
Tattooing was also very expensive, taking 6 months for the initial tattoo and requiring
the supply of food and shelter for the artist and his family for the duration. Why would
such a maladaptive practice evolve?

Being both expensive and dangerous, tattoos became a marker of prestige, and
tattooed individuals were more likely to be imitated by others, including their
preference for tattooing and tattooed cultural models. As people competed for
prestige, tattoos became larger and more elaborate, increasing their danger and
cost in a runaway process, where individuals spent more and more resources they
could otherwise use for food, shelter, and other immediately adaptive benefits. Similar
processes may explain why poorer people spend money on luxury goods, and knock-
offs, well beyond what they can afford.

Our norm psychology (Chudek & Henrich, 2011)—our tendency to recognize,
internalize, and copy norms—cannot readily distinguish between adaptive, neutral, or
even maladaptive norms. Mechanisms like reputation, signaling, and costly punish-
ment can sustain any costly behavior independent of whether the behavior contributes
to others or the group. Indeed, many nonadaptive traditions have stabilized in some
cultures—from New Guineans eating the brains of their dead relatives and developing
the fatal brain disease kuru to some Africans and Middle Easterners removing the
clitori of their girls (Durham, 1991; Edgerton, 1992).

How cultural evolution produces and maintains maladaptive practices is a rich area
for future research. Early insights include why ineffective medical treatments spread
(they are used for longer periods, so have more chance to be imitated even though they
are abandoned more frequently [Tanaka, Kendal, & Laland, 2009]); how lifetime
celibacy, reliance on prayer over modern medicine, or suicidal warfare spread
(Henrich, 2009); and the network structures that make maladaptive practices more
likely (Yeaman, Schick, & Lehmann, 2012).
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INTERGROUP COMPETITION SHAPES CULTURAL EVOLUTION

We have discussed learning biases, such as prestige, success, and conformity biases
that allow individual-level choices to shape population-level outcomes. However,
sometimes cultural differences between competing populations can have their own
potent influences on cultural evolution. Such processes are usually called cultural
group selection, and may have particularly important consequences for understanding
the emergence of our sense of morality and prosocial motivations.

Many biologists are skeptical of “genetic group selection,” and many psychologists
are rather confused by the highly technical and mathematical nature of the debates
(see Henrich, 2012). Here’s a necessarily too-brief introduction. Natural selection
operating within groups usually eliminates genes that cause individuals to behave
cooperatively (i.e., paying costs to benefit other group members). Even if a cooperative
group outcompetes others in the short term, cooperative individuals are at a dis-
advantage within their group. This disadvantage usually dominates because even
small rates of migration quickly make interacting groups genetically similar, sapping
the genetic importance of intergroup competition. This is why biologists are skeptical
of genetic group selection.

Cultural group selection is an entirely different story. Unlike genetic evolution, it has
a variety of mechanisms that sustain trait variation between populations. These relate to
language barriers, conformity bias, prestige, ethnocentric biases, reputation, CREDs,
punishment, and norm psychology, just for a start. This persistent between-group
variation means that intergroup competition, when it occurs, favors some ideas, norms,
values, institutions, and practices over others. Since the children of migrants adopt the
cultural traits of their community yet still carry their parents’ genes, cultural group
selection is plausible under many circumstances where genetic group selection is not.
Cultural evolution and intergroup competition can also generate purely within-group
selection pressures on genes, favoring psychological mechanisms for prosociality, norm
compliance, and shame (Chudek & Henrich, 2011; Chudek, Zhao, & Henrich, 2013).

Empirical work by Bell, Richerson, and McElreath (2009) confirms these theoretical
expectations: Globally, the amount of cultural variation among groups is much greater
than the amount of genetic variation among groups. This is precisely the evidence that
convinces evolutionary theorists that cultural group selection could very well be a
major force in cultural evolution.

The importance of intergroup competition in shaping cultural evolution is further
supported by a rich combination of experimental work, field studies, historical cases,
and archaeological research. For recent reviews, see Richerson and Boyd (2005),
Richerson et al. (2014), and Henrich (forthcoming).

TuE CULTURAL EVOLUTION OF RELIGION

Religion is an evolutionary puzzle. Supernatural beliefs, devotions, and rituals are
universal, but variable, and often demand costly commitments to beliefs and practices
that violate logical consistency and intuitive expectations (Atran & Norenzayan, 2004;
Boyer, 2001). From an evolutionary perspective, a purely genetic account would be
hard-pressed to explain these costly and often fitness-reducing beliefs and practices.
However, our species has (at least) two lines of inheritance—genetic and cultural—
and the mechanisms of cultural evolution we’ve discussed can begin to unravel this
evolutionary enigma.
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The cultural evolution of religion involves (a) content biases, (b) CREDs, and (c)
cultural group selection (Atran & Henrich, 2010; Norenzayan, 2013). First, our theory
of mind abilities, which may have evolved for high-fidelity cultural learning, favor
beliefs in supernatural agents (Atran & Norenzayan, 2004). Cognitive scientists have
argued that religious agents, such as spirits, are “minimally counterintuitive” and thus
more easily remembered and retransmitted (Norenzayan, Atran, Faulkner, & Schaller,
2006)—a content bias. So, you can’t explain religion without reference to reliably
developing features of mind.

However, nothing in this (so far) purely content-based approach explains why
some people believe in and are committed to a particular supernatural agent or
agents while others are not. Folktales may spread widely because they are mini-
mally counterintuitive, but people need not be deeply committed to those folktales.
Similarly, Christians may come to entirely acquire the concept of Shiva or Zeus, but
not come to believe in either (Gervais, Willard, Norenzayan, & Henrich, 2011). A
proper theory needs to explain the existence of faith or committed belief. CREDs
provide one solution to this puzzle (Henrich, 2009). Watching Mom, Dad, and
members of one’s community engage in costly displays of self-sacrifice (animal
sacrifices, fasting, prayer time, charitable giving, celibacy, time-consuming rituals
such as church services, etc.) deepens observers’ commitment to the beliefs under-
lying these practices. Gods who demand costly sacrifices from believers are trans-
mitted more effectively because learners, seeing those costly sacrifices, will
themselves come to deepen their faith.

Finally, why are gods in the modern world frequently concerned with rewarding
and punishing people for (im)moral behavior? Why are the gods of hunter-gatherers
typically weak, whimsical, and not morally concerned? The final puzzle piece is
intergroup competition. Supernatural beliefs and rituals that galvanize cooperation
and favor success in intergroup competition preferentially proliferate over centuries.
The rise of big moralizing gods (such as Yahweh and Allah) may have been pivotal
for the evolution of larger societies of anonymous but prosocial individuals com-
pared to the smaller and often nonmoralizing deities typical of small-scale societies
(Atran & Henrich, 2010; Norenzayan, 2013). A large body of experiments now
supports that belief in religions with big moralizing gods, but not other religions or
atheism, promotes prosocial behavior with strangers who are coreligionists (Atkin-
son & Bourrat, 2011; Norenzayan & Shariff, 2008). Cultural group selection helps us
understand the variation in religions over space and time.

CULTURE-GENE COEVOLUTION

There’s now little doubt that cultural evolution has shaped genetic evolution,
especially over the past 10,000 years. Specific genes in the genome have been
identified that show evidence of positive selection as a consequence of cultural
practices. Examples of genes selected by pressures created by cultural evolution
include genes for milk drinking (lactase persistence; gene LCT), alcohol processing
(alcohol dehydrogenase, ADH), and blue eyes (HERC2), not to mention a host of
genes related to brain growth, dietary diversity, and pathogen resistance (Laland
et al., 2010; Richerson et al., 2010).

Building on this, some researchers have argued that cultural evolution has been
driving genetic changes in the human lineage for hundreds of thousands or even
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millions of years, back to the origins of the genus Homo (Henrich & McElreath, 2003;
Herrmann, Call, Hernandez-Lloreda, Hare, & Tomasello, 2007). Variously termed
the Cultural Brain Hypothesis or Cultural Intelligence Hypothesis, the idea is this:
By generating an ever-expanding body of cultural know-how, including knowledge
and skills related to tool making, animal tracking, plant processing, fire making,
cooking, and shelter construction, cultural evolution created the key selection
pressures driving recent human evolution and ignited an autocatalytic interaction
between genes and culture that drove the rapid expansion of human brains in a
relatively short period of evolutionary time. Once culture began to accumulate,
selection would have increasingly favored brains equipped to acquire, organize,
store, and retransmit the available cultural information. However, as brains got
bigger and better at cultural learning, cultural evolution would have responded by
expanding the pool of adaptive information available to the learner. The better
learners got, the faster culture evolved and the larger the pool of cultural informa-
tion grew. The cultural brain hypothesis claims that big brains are for cultural
learning, not generalized intelligence, individual problem solving, or Machiavellian
deception and strategizing.

The importance of culture may have implications beyond the autocatalytic
culture-gene coevolutionary spiral of the human lineage. Researchers have also
considered how social learning may have shaped primate brains, group size,
sociality, and life history (van Schaik & Burkart, 2011; van Schaik, Isler, & Burkart,
2012). Theoretical models of these hypothesized gene-culture coevolutionary pro-
cesses successfully reproduce the empirical patterns of relationships between brain
size, group size, and juvenile periods observed in primates (Muthukrishna, Chu-
dek, & Henrich, 2015).

Gene-culture coevolution neatly sets humans within the primate order while at the
same time explains our unique evolutionary trajectory.

CONCLUSION

Understanding humans from an evolutionary perspective isn’t easy. Not only do we
have countless psychological adaptations and peculiarities, honed to environments
long vanished, but we are an evolved cultural species, the inheritors of two different
and very complex systems of evolving information. Like most discoveries in our
information age, the evolutionary science of our cultural species hasn’t emerged sui
generis from the mind of a great thinker. Rather, it has and continues to coalesce at
the intersection of an ever-ballooning body of work by biologists, anthropologists,
and economists from many different backgrounds. Psychologists play a key role in
this important episode of discovery, as the many citations above attest. In our view,
this approach unites and synthesizes exciting lines of research in developmental
psychology, social psychology, cultural psychology, and evolutionary psychology
under a broad Darwinian umbrella. The emerging science of cultural evolution is
building an understanding of our species from its origin to the present day, from the
genetic evolutionary emergence of cultural learning in our species to the many
fascinating phenomena produced by cultural evolution around us today, such as
religions with big moralizing gods, markets, normative monogamy, ethnicity,
castes, and technological change.
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CHAPTER 31

Morality

ROBERT KURZBAN and PETER DeSCIOLI

INTRODUCTION

N THE PRIOR version of the chapter on morality in this Handbook, Krebs (2005) took
Ihis task to be to “explain how mechanisms that give rise to moral and immoral

behaviors can evolve” (p. 747). In this version of the Handbook, reflecting changes
in scholarship surrounding morality over the past decade, we seek to explain not
moral behaviors, but rather the evolved function of mechanisms that give rise to moral
judgments, beliefs, and motives.

This crucial distinction is subtle and readily overlooked. One research question
asks: What explains behaviors that are widely judged as morally right, such as
altruism, honesty, and fairness? A second, very different, research question asks:
What explains why humans judge any behaviors at all to be moral or immoral?

In focusing on moral behavior, Krebs followed in distinguished footsteps. Darwin
(1871), in his two chapters on morality, developed an explanation for altruistic behavior,
proposing that sympathy was the “foundation stone” of morality, motivating people
to help others. Darwin built his account on group selection, the idea that moral
behavior was selected because it facilitated success in between-group competition, an
idea that waned (Williams, 1966) and waxed (Haidt, 2012) in subsequent years.

Research in moral psychology over the past two decades, especially proposals by
scholars such as Shweder, Rozin, and Haidt (e.g.,, Haidt, Koller, & Dias, 1993;
Shweder, Mahapatra, & Miller, 1987), has expanded the discussion beyond what
Darwin, Krebs, and others took to be the quintessential puzzle in moral psychology:
why humans deliver benefits to one another. Haidt, for example, emphasized that
cross-culturally, moral issues include not only altruism but also sexual practices,
intuitions about purity, and deference to authority, among other spheres of life.

In turn, this expansion has led to new explanations for “moral” behavior. Haidt
(2012), for example, invoked kin selection (Hamilton, 1964), reciprocal altruism
(Trivers, 1971), and pathogen avoidance to explain the array of behaviors that
encompass morality. Importantly, these explanations continue to focus on moral
behavior. Kin selection theory explains why people have systems designed to deliver

We wish to thank Claire Ryder for invaluable assistance during the preparation of this manuscript.
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benefits to close relatives. Reciprocity theories (Axelrod & Hamilton, 1981; Fehr,
Fischbacher, & Géchter, 2002; Nowak & Sigmund, 2005; Trivers, 1971) explain why
people have systems designed to aid those who have previously helped themselves (or
others, in the case of indirect reciprocity). Theories of pathogen avoidance explain why
people have mechanisms designed to cause them to avoid exposure to bacteria and
viruses.

Although these theories do an excellent job of explaining many kinds of moral
behavior, it is important to note what these theories do not explain. Although the
selective advantage of avoiding pathogens, for instance, explains why individuals
avoid decaying animals, it emphatically does not explain, in itself, why one individual
can come to believe that other individuals should be punished for exposure to
pathogens. Whereas many organisms have adaptations designed to resist pathogens,
humans judge others for engaging in behaviors that they themselves avoid, believe that
such behaviors are “wrong,” and (in at least some cases) are motivated to harm (i.e.,
punish) people who engage in such behaviors.

The balance of this chapter is aimed at explaining these features of human
psychology. Far from leading to a disconnect with the previous Handbook chapter
and related theories, explanations of judgment, beliefs, and motives dovetail felici-
tously with prior accounts. To the extent that people’s beliefs about what is wrong and
should be punished are explained, an additional explanation is provided for why
people choose not to engage in behaviors so judged: to avoid the punishment others
are motivated to mete out.

MORAL PHENOMENA: CUTTING MORALITY AT THE JOINTS

Throughout history, moral beliefs have motivated people to imprison, torture, and
execute other people for behaviors such as premarital sex, witchcraft, endorsing
religious beliefs, and scientific research. Morality continues to motivate hate crimes,
mass incarceration, and terrorism (Atran, 2010). Moral condemnation of abortion kills
47,000 women per year and inflicts injuries on millions by causing societies to outlaw
safe abortions (World Health Organization, 2011). In the United States in 2012, law
enforcement reported 1,318 hate crimes motivated by anti-homosexuality attitudes
(Federal Bureau of Investigation, 2012). Moral condemnation of drugs has had
“devastating consequences for individuals and societies around the world,” including
mass incarceration and funding organized crime (Global Commission on Drug Policy,
2011). On a smaller scale, people’s moral judgments can interfere with close personal
relationships, as when moral righteousness undermines compromises among friends.

These destructive moral phenomena are distinctively human. In contrast, many
behaviors commonly judged as morally right, such as altruism, parental care, honest
communication, monogamous mating, respect for property, and restraint of aggres-
sion are widely observed in nonhuman animal species (Davies, Krebs, & West, 2012).
Importantly, members of these species do not make explicit moral judgments,
communicate moral rules, debate which rules are best, punish violators, or espouse
impartial judgment. There are then, across taxa, many causes of behaviors commonly
judged “moral,” even in the absence of moral judgments and systems of moral rules.

Moreover, the human capacity for moral judgments does not necessarily system-
atically lead to moral behavior (Kurzban, 2010). Research on moral hypocrisy shows
that people often engage in behavior that they themselves judge to be morally wrong
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(Batson & Thompson, 2001). In one set of experiments, most participants made
someone else do an unpleasant task rather than do it themselves even though they
said it was morally best to use a coin flip to decide (Batson & Thompson, 2001).
Similarly, developmental research has found that children’s moral judgment of other
people’s lies was unrelated to their own lying behavior (Talwar, Lee, Bala, & Lindsay,
2002). In short, there is a double dissociation between moral behavior and moral
judgment that potentially points to different evolved functions, and, further, suggests
that it is moral judgment that is most distinctive and least understood.

Researchers can, of course, define “morality” in many ways. However, we are not
certain of the value of defining “morality” as all behaviors that humans might
moralize: altruism, reciprocity, fairness, honesty, monogamy, fighting, parenting,
black magic, supernatural beliefs, cryopreservation, cigarette smoking, and on and
on. Similarly, extremely broad definitions such as prosocial or non-zero-sum behavior
essentially include all social behavior and equate morality to sociality, making these
two terms redundant. We therefore favor a narrower scientific definition, following
moral philosophers such as Kant (1785/1993) or Moore (1903), who draw a sharp
distinction between moral judgment and the behaviors that are morally judged.
Evolved moral adaptations, on this view, are the cognitive programs that compute
moral values for a diversity of actions, but are not the systems that produce the actions
themselves.

For the remainder of this chapter, we use the term “morality” to refer to the
observation that people, cross-culturally, judge some behaviors as “wrong” as
opposed to “right” or “not wrong.” Our interest is in explaining this “moral sense,”
as James Q. Wilson (1993) put it: people’s experience of others” behavior as falling
along a moral continuum. The balance of this section reviews the empirical features of
moral beliefs and judgments that a theory of morality must explain.

BeEyoND HARM AND ALTRUISM

A critical advance in the study of morality was the idea that moral judgment does not
focus only on preventing harm and promoting altruism. This is clear from the
anthropological record, which shows a stunning diversity of rules about sex, food,
violence, communication, property, trade, witchcraft, supernatural beliefs, and more.
For instance, recently there has been debate in Iran about whether it is immoral to own
a dog, currently a punishable offense (Fassihi, 2011).

Shweder, Much, Mahapatra, and Park (1997) interviewed participants from Bhu-
baneswar, India, about perceived moral violations such as a woman who ate rice with
her husband and his elder brother, a son who addressed his father by his first name, or
a widow who ate fish twice in a week. When asked why these and 30 other behaviors
were morally wrong, participants” justifications referred not only to harm, but also to
hierarchy, duty, divinity, purity, and other concerns.

Further, Haidt (2001) showed that even when people claim that consideration of
harm drives their moral judgments, these claims are often post hoc justifications rather
than the genuine causes of judgments. Haidt presented participants with harmless
moral offenses and asked them why the offenses were morally wrong. Many
participants referred to particular harms. Researchers then asked participants to
imagine that these harms were hypothetically ruled out. When all harms were
removed, many participants maintained their moral judgments even when unable
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to explain why, a phenomenon termed moral dumbfounding. Tetlock (2000) used a
similar procedure and found the same results: Many participants continued to
condemn practices such as markets for body organs even after potential harms
were eliminated to their satisfaction. Related work shows that the harshness of moral
judgments for violations (such as eating dogs, cleaning a toilet with a flag, etc.) is not
predicted by participants’ own assessments of harm (Haidt et al., 1993; Haidt & Hersh,
2001).

Haidt’s (2012) moral foundations theory attempts to account for the diversity of moral
rules. Haidt motivates each foundation—fairness, loyalty, authority, sanctity, and, of
course, harm—with a different adaptive problem: parental care, reciprocity, coali-
tions, hierarchies, and contaminants, respectively.

A good theory of morality needs to account for diversity in the content of moral
rules. At the same time, a good theory should also account for the many common
features of moral cognition that cut across moral domains. Why, for instance, are
violations in different domains all judged “wrong,” rather than each only having its
own specific label as uncaring, unfair, disloyal, disobedient, or impure? Across
domains, wrongness is associated with accusations, guilt, condemnation, gossip,
punishment, and impartiality. These common properties can be seen in the process
of moralization—when amoral actions are transformed into moral violations (Rozin,
1999). Rozin (1999) argues that moralization of behaviors such as smoking or eating
meat are associated with a suite of psychological features including prohibition,
outrage, censure, overjustification, internalization, and facilitated social learning.

NONCONSEQUENTIALISM

Explanations of moral judgments must, obviously, account for the broad empirical
patterns of such judgments. Arguably one of the most important patterns is that moral
judgments are often nonconsequentialist (cf. Sinnott-Armstrong, 2006). That is, as an
empirical matter, people’s judgments of whether a behavior is wrong do not depend
only on their beliefs about the (actual, direct, and intended) consequences of the action
(Hauser, 2006). Specifically, moral judgment is deontic, sensitive to the action chosen
by the actor, rather than only the intended consequences.

The most common empirical example is judgments about the Trolley Problem, a
vignette used to probe people’s moral intuitions (Greene, Sommerville, Nystrom,
Darley, & Cohen, 2001; Mikhail, 2007). In the Footbridge case, a runaway trolley will
kill five innocents on the track unless a man with a large backpack is pushed off of a
footbridge onto the tracks, killing the man but stopping the trolley. If people’s moral
intuitions were consequentialist, then people would judge pushing the man with the
backpack as morally good, since the consequences of pushing lead to one death
instead of five. Cross-culturally, in sharp contrast, a vast majority of subjects judge
pushing to be wrong (Hauser, 2006). Similar evidence of nonconsequentialism is
found in research on taboo tradeoffs (Tetlock, 2003) and protected values (Baron &
Spranca, 1997); results of research in these areas show that moral cognition is
particularly attuned to prohibited actions rather than only consequences.

These observations of nonconsequentialism are important because they contradict
prominent explanations for moral judgment. Altruism models, for example, predict a
primary focus on consequences. For instance, kin selected systems should be expected
to guide behavior towards good (i.e., inclusive fitness maximizing) consequences.
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And, indeed, many organisms routinely harm or kill one close relative (sibling,
offspring) in order to benefit more than one other close relative (Mock, 2004). In
sharp contrast, 84% of people said it's wrong to push one brother to save five brothers
(Kurzban, DeScioli, & Fein, 2012), even though many participants (47%) said they
would push anyway, despite it being wrong. If moral judgments were designed by kin
selection, then people should judge pushing to be virtuous, rather than wrong.
Nonconsequentialist judgments point to a different class of explanation. Moral
judgment systems focus on how actions are completed as opposed to the consequences
they bring about. This points to the possibility that they are solving a coordination
problem, as discussed below (DeScioli & Kurzban, 2013).

JUuDGMENTS ARE COMPLEX, IMPLICIT, AND VARIABLE

Although some view moral judgments as products of simple heuristics (Baron, 1994;
Gigerenzer, 2007; Sunstein, 2005), other researchers have found that moral judgments
are complex, responding to many features of behavior and context. Returning to the
Trolley Problem, discussed above, Mikhail (2007) found that moral judgments depend
systematically on particular structural features of the behavior. In the Footbridge case,
for instance, the person with the backpack is used as a means to an end—stopping the
trolley. In the Switch case, however, the man’s death is a side effect, and most
participants judge killing one to save five by diverting the train to be morally
permissible. Moral judgments track this distinction between means and side effects
across a variety of moral offenses (DeScioli, Asao, & Kurzban, 2012).

Another important distinction that has received substantial attention is the act/
omission distinction. Somewhat puzzlingly, people reliably evaluate an outcome as
less wrong if it comes about as a result of inaction as opposed to action, holding both
the outcome and intentions constant. For instance, withholding the antidote from
someone is judged less wrong than poisoning someone, even when the intent in both
cases is the person’s death (Cushman, Young, & Hauser, 2006). This effect too occurs
across a variety of moral domains; for instance, participants judge cannibalism to be
more morally wrong if it is done through an action as opposed to inaction (i.e., not
spitting out food after finding out that it is human flesh; DeScioli, Asao, & Kurzban,
2012).

Although moral judgments track these dimensions of behavior, participants are
often unable to articulate the relevant factors behind their differing moral judgments
(Haidt, 2012). Indeed, Haidt and others have argued that moral psychological judg-
ments are frequently—though not always—implicit and intuitive as opposed to
conscious and explicit. The source of moral judgments, then, is at least sometimes
located in nonconscious systems, including emotional systems. These considerations
have led Mikhail (2007), among others, to compare moral judgment to natural
language insofar as such judgments involve complex and unconscious computations.

Finally, a key feature of moral judgments is that the actions that are moralized vary
tremendously across time and across cultures (Haidt, 2012; Rozin, 1999; Shweder
etal., 1987). This variability is perhaps most transparent in cases in which two different
cultures moralize opposite behaviors. For instance, Western readers are familiar with
property rights regimes in which the person who takes a resource is the perpetrator:
Taking is moralized. However, in some moral regimes, in which property rights
prioritize needs over who acquired the goods, refusing to give is moralized. For
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example, Fiske (1992) discussed communal sharing relationships in which individuals
are expected to share resources with those in greater need. More generally, moralized
categories of behavior in one culture often seem very peculiar to members of other
cultures. Food taboos, clothing restrictions, and sexual mores offer many examples.

In short, while there are some cross-cultural similarities in moral rules—
unprovoked intentional harm is frequently moralized—there is also a tremendous
amount of variability.

PUNISHMENT

Moral judgments, once made, are accompanied by a cascade of emotions and
motivations; in particular, moral infractions evoke anger and disgust (Rozin, Lowery,
Imada, & Haidt, 1999), and, generally, the intuition that the actor should be punished
(Robinson & Kurzban, 2007; Wiessner, 2005). The desire for punishment provides a
clue to the function of moral judgments. For example, if moral judgments were
built simply for choosing interaction partners (Baumard, André, & Sperber, 2013),
then it is unclear why people would seek punishment rather than simple avoidance of
perpetrators.

Further, the motive to impose costs is important because the motive itself could
potentially carry costs. Because harming others provokes subsequent retaliation by the
person harmed and their allies (e.g., Knauft, 1987), the motive to do so must,
presumably, be offset by some gain to the individual.

Three other well-documented features of the motive to punish are potentially
important. First, while the desire that perpetrators be punished is very common,
people do not necessarily want to mete out the punishment themselves. Laboratory
evidence indicates that when behavior is kept carefully anonymous, people do not
engage in much costly punishment (Kurzban & DeScioli, 2013), suggesting the absence
of a motive to punish per se, absent reputational benefits (Kurzban, DeScioli, &
O’Brien, 2007). This distinguishes moralistic punishment from revenge in which
people seek to punish those who have imposed harm on them (rather than for
violating a moral rule against someone else) (McCullough, Kurzban, & Tabak, 2013).

Second, there is tremendous cross-cultural variability in how infractions are
punished, ranging from informal sanctions (Hess & Hagen, 2002; Kaplan & Hill,
1985; Wiessner, 2005) to the intricate, culturally elaborated police and justice systems
in industrialized societies. Third, and perhaps related, whereas the particular behav-
iors that are punished—and how much they are punished—vary tremendously, there
is widespread agreement about the relative severity of many moral violations and,
consequently, the severity of punishment they merit (Robinson & Kurzban, 2007).

IMPARTIALITY

A signal feature of evolved social behavior is favoritism, whether with respect to kin
(Hamilton, 1964), prior interactants (Trivers, 1971), coalitions members (Harcourt & de
Waal, 1992), coethnics (Gil-White, 2001), and so forth. Favoritism allows organisms to
direct social efforts toward partners who bring them greater benefits.

One feature of moral psychology, impartiality, presents a puzzle in this context.
By impartiality we mean that a person is impartial to the extent that the person’s
judgment of another’s moral wrongness is applied independent of the actor’s identity
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(e.g., kinship, ingroup, ethnicity). Impartiality, then, refers to ignoring the very criteria
that altruism systems commonly use to guide preferential behavior (see also Shaw,
2013).

The empirical data do not, of course, support the extreme claim that everyone is
always impartial in their moral judgments of others” actions. The data do, however,
support the narrower, weaker claim that people are sometimes impartial. That is,
people will sometimes damage their valuable relationships when the violation of a
moral rule is at stake. One study found, for instance, that more than half of American
soldiers would report a member of their unit—generally extremely loyal groups—for
committing violence against foreign civilians (Morgan, 2007).

Evidence from the laboratory is similarly suggestive. Lieberman and Linke (2007),
in one of the few studies looking at the relationship between preexisting social ties and
moral judgments, found that people’s wrongness judgments did not depend on group
membership or even kinship relations; kin were judged as harshly as strangers,
though kin were seen as deserving less punishment.

Generally, impartiality as a communally valued aspect of moral judgment—
illustrated by Lady Justice’s blindfold—is both a puzzle and clue surrounding moral
judgments. Set against the backdrop of adaptations for treating others differently
depending on relationships—including loyalty, reciprocity, and nepotism—moral
impartiality stands out as an important property to explain.

MORAL JUDGMENTS COORDINATE IN CONFLICTS

The empirical patterns in moral judgment suggest that the underlying psychological
mechanisms do not function to benefit kin, solidify groups, avoid pathogens, and so
on. Instead, we argue that these patterns are best explained by a different function:
choosing sides in disputes (DeScioli & Kurzban, 2009, 2013).

In human social life, people have conflicts over status, resources, and mates.
Bystanders to these conflicts often must choose sides, particularly when both sides
request support. In nonhuman animals, with a few exceptions, the adaptive problem
of choosing sides does not exist. In some cases, this is simply because conflicts are
never greater than dyadic is size: In many animal species, individuals do not team up
(Harcourt, 1992). In other species, when bystanders intervene they always side with
kin (e.g., baboons; Seyfarth & Cheney, 2012), so difficult side-taking decisions do not
commonly occur. More rarely, individuals in some species support nonkin, including
chimps, macaques, and dolphins (Connor, 2007; de Waal, 1982; Schiilke, Bhagavatula,
Vigilant, & Ostner, 2010).

Human conflicts often escalate beyond two individuals. Bystanders are sometimes
loyal to long-term friends, but they also change sides, being flexible in their coalitions
(Kurzban, Tooby, & Cosmides, 2001). So, when conflicts emerge, observers to the
conflict—which we hereafter refer to as “third parties”—might choose to intervene on
one side or the other, in which case they must use some criterion for choosing sides.

One way that third parties might choose is based on dominance, taking the side of
the more dominant individual involved in the conflict. We refer to this as a band-
wagon strategy. Under such a choice regime, the most dominant individual would
win all conflicts and would have a monopoly on power, as in linear dominance
hierarchies (e.g., Holekamp, Sakai, & Lundrigan, 2007). Although some human social
groups are rigidly hierarchical, with a despot at the top, most are not (Boehm, 1999).



Morality 777

A second way that humans might choose sides is based on the strength of
preexisting relationships, backing the disputant who is closer in kinship, friendship,
or group membership. This is choosing sides based on partiality or favoritism. As an
empirical matter, people frequently show favoritism, but, crucially, they do not always
do so. Departure from partiality, even if rare, is interesting given the central role that it
plays in theories of altruism. Instead, third parties sometimes choose sides with a
stranger against a friend, a friend against family, or with a foreigner against a
compatriot. This sometimes happens, for instance, when the closer individual perpe-
trated unprovoked intentional harm on a more distant individual.

Choosing sides based on alliances can lead to costly escalated fighting (Snyder,
1984). Imagine a world in which conflicts emerge periodically and each third party
always chooses the closer person to support. Any two individuals will tend to have
their own family and friends to support them. The result is that fights will tend to be
evenly matched. A key finding from the literature on animal contests is that evenly
matched disputes are most likely to escalate because neither side is so outmatched that
it is clearly best to back down (Arnott & Elwood, 2009; Davies et al., 2012; Enquist &
Leimar, 1983; Mesterton-Gibbons, Gavrilets, Gravner, & Akgay, 2011; Parker, 1974).
Due to these costs of escalation, other ways of choosing sides might be able to invade
by reducing these costs.

In order to avoid escalated fighting, bystanders can try to choose the same side as
everyone else—that is, to coordinate their side-taking decisions. Coordination prob-
lems occur in a wide variety of social contexts, such as avoiding collisions on the road,
carrying furniture with housemates, meeting up at the same location, or negotiating a
price for a trade, and this class of problems has been intensively studied (Camerer,
2003; Schelling, 1960; Thomas, DeScioli, Haque, & Pinker, 2014).

One way to accomplish coordination is for everyone to make their decisions
contingent on a public signal (Schelling, 1960). This coordination strategy is referred
to as a correlated equilibrium (Aumann, 1974). The most frequently used example of a
correlated equilibrium is a traffic light. While any color of light could be used to
mean “go” or “stop,” once this equilibrium has been selected, each individual driver
does best by using the colors to make decisions. In coordination games, when other
players are expected to make decisions based on an otherwise arbitrary signal, each
player’s interest is to make decisions contingent on that signal, maintaining the
equilibrium.

DeScioli and Kurzban (2013) proposed that moral contents serve this coordination
function for bystanders choosing sides in conflicts. Moral cognition assigns moral
wrongness to a set of actions and motivates people to debate and agree on which
actions are morally wrong and on their wrongness magnitudes. When disputes arise,
the moral side-taking strategy is to choose sides against the individual who has taken
the action with the greatest moral wrongness. This decision rule might lead an
observer to side against a friend or relative, but this cost must be set against the
benefit of siding with other third parties.

This strategy works when third parties agree before conflicts break out—either
explicitly or implicitly—how they will all make their choice should a conflict arise. A
key point is that, just as in the traffic light case, if potential third parties agree in
advance, then a given third party pays a big cost for deviating from this prior
agreement because their side will be vastly outnumbered by nondeviating third
parties. (Such third parties might nonetheless choose to support a friend or relative;
the ultimate decision depends on all of the relevant costs and benefits.)
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Importantly, moral side-taking is only one coordination equilibrium among others,
including bandwagon and alliance strategies. Each third party’s best strategy depends
on how other people choose sides, which can explain why morality is diminished in
human groups that prioritize hierarchy (e.g., fascist regimes) or loyalty (e.g., ethnic
conflict). For example, in extremely hierarchical societies, people routinely violate
moral rules when they are directed by authorities to perform immoral acts such as
murder or genocide. Related, in ethnic conflicts, people engage in otherwise immoral
behaviors such as murder or rape, given the support of their coethnics for doing so. In
these social contexts, the motives to adhere to moral rules and to condemn moral
violators are diminished because bystanders have coordinated on power or loyalty as
the primary basis for choosing sides.

Further, because the function of moral beliefs is coordination as opposed to, say,
cooperation, there is no particular reason that the consequences of actions must be central to
moral beliefs. If everyone else is going to judge the person doing action X as “wrong,”
then similarly judging action X to be wrong can be the best strategy even when doing X
makes everyone involved better off. (Indeed, there are many examples; see section
titled “Conflict and Agreement Over Moral Contents,” further on.) Related, just like
traffic lights, what people agree in advance is “wrong” can be nearly anything and still
successfully perform a coordination function. Just as many different combinations of
phonemes can mean “cow” (i.e., the animal), it doesn’t matter which combination
means that particular animal as long as everyone has (roughly) the same belief about
what the word “cow” refers to.

Note that this proposal explains beliefs as opposed to behavior. Observing a person
behave in a way that violates a preexisting moral rule—don’t steal—evokes the belief
(judgment) that the action is “wrong” and the person ought to be sided against.

COORDINATION EXPLAINS MORAL PHENOMENA
COMPONENTS OF MORAL REPRESENTATIONS

Joining the same side as other third parties requires prediction. The dynamic coordi-
nation model proposes that moral judgment—the representations (beliefs) that spon-
taneously arise to categorize particular actions as “wrong”—function to predict the
side other observers will choose.

One key aspect of these representations is that they include (at least) two agents, a
perpetrator—the agent who committed the “wrong” action—and a victim—the agent
who was wronged (Gray & Wegner, 2009; Gray, Young, & Waytz, 2012). These
representations are necessary to guide behavior against the perpetrator and in support
of the victim. The prototypical role of a victim leads to some unusual cases, such as
suicide in which the same agent is both perpetrator and victim; indeed, people seem to
invent victims as needed once they have made a wrongness judgment (DeScioli,
Gilbert, & Kurzban, 2012).

Moral judgments, then, serve as a prediction about others’ side-taking behavior
and, in addition, guide behavior toward making the same choice. The concurrent
motivation that the perpetrator be punished satisfies another functional requirement,
signaling to other third parties that one is taking sides against and supports aggression
toward the perpetrator. This idea might explain why some people seem eager to
announce their moral condemnation of others’ actions, ranging from expressions of
anger or disgust to public comments in various social media to public demonstrations
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of outrage (Tooby & Cosmides, 2010). Beyond these signals, communicating the
willingness to punish the perpetrator—by, for instance, actually doing so—is an even
more reliable signal of support. Moralistic punishment, then, can be understood as a
costly signal that facilitates third-party coordination.

IMPARTIALITY AND NONCONSEQUENTIALISM

Viewing moral judgments as coordination devices explains impartiality. To the
extent that judgment depends on relationships to a perpetrator or victim, coordi-
nating with other third parties—who will have different loyalties—is undermined.
To function effectively, moral judgments must align with other people’s moral
judgments. This requires individuals to make judgments based on the disputants’
actions per se instead of the individual’s relationships to the disputants. To use the
traffic light example, there is no advantage to believing that a red traffic light signals
“go,” even if you prefer to continue driving through a red light, because coordina-
tion requires all drivers to agree, independent of their personal preferences. This
entailment, an unbiased perception of actions, is the essence of impartiality. This is
not to say that people will always behave impartially after evaluating others’ acts; as
discussed above related to research by Lieberman and Linke (2007), observers might
evaluate acts as equally wrong when committed by friends and strangers, but still
respond differently in the two cases, supporting punishment for strangers but not
for friends and relatives. Third parties are expected to weigh the benefits of
impartiality against the costs to their relationships. Consistent with this idea,
Petersen (2013) found that people with fewer friends, and hence lower costs for
impartiality, are more prone to moralization.

The coordination function explains nonconsequentialist judgments because coor-
dination requires building the same representation as others build regardless of how
consequences affect others” judgments. To the extent that people’s judgments are driven
by features of the behavior other than consequences—as the array of Trolley Problem
results illustrates—people are best off aligning their own judgments similarly. This
does not preclude the possibility that intended consequences can also affect moral
judgments. Indeed, they do in many cases (Robinson & Darley, 1995). However,
because specifying what is “wrong” is designed for coordination (as opposed to
reducing harm), intended harm need not be the sole criterion for judging wrongness
as, indeed, it is not (e.g., Haidt, 2012; Mikhail, 2007; Tetlock, 2003).

Related, to be effective at resolving conflicts, a group’s vocabulary of moral rules—
those behaviors judged as “wrong”—should include most actions that might initiate
conflict. These actions include those pertaining to harm, property, contracts, sex,
status, and so on. This requirement helps to explain why changing technologies
inevitably lead to new moral rules being minted, such as rules and laws governing
electronic property rights or Internet surveillance.

CONFLICT AND AGREEMENT OVER MORAL CONTENTS

Although different moral rules might work equally well for coordinating side-taking,
moral rules might have very different consequences for different people within a social
group. For example, if some individuals have a mating strategy of pursuing multiple
mates, then they are disadvantaged by moral rules against promiscuity or polygamy,
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relative to monogamous maters. To make local rules work to an individual’s benefit,
moral cognition might include adaptations for advocating moral rules that are in the
individual’s interest, leading to fights and debates over moral rules (Kurzban,
Dukes, & Weeden, 2010; Tooby & Cosmides, 2010; Weeden, 2003; Weeden & Kurzban,
2014).

History is replete with illustrative examples. Robinson and Acemoglu (2012) argue
that a particular kind of contract called the commenda in medieval Venice made some
people rich and influential. Once established, such people banned the use of the
commenda to prevent others from rising to compete with their power. Scholarship in
criminal law has long recognized this process; the “conflict model” suggests there is
“an on-going struggle between vested interest groups which seek to have their
particular values legitimated and supported by the coercive power of the state”
(Thomas, Cage, & Foster, 1976, p. 110).

An obvious modern example is digital music. Musicians are better off when
duplication of their products is moralized and punished; consumers are in the reverse
position. These incentives readily explain why Metallica and recording companies
filed suit against Napster, the (now defunct) peer-to-peer file-sharing service.

Conflicts are not always obvious. Weeden (2003), for example, proposed that
conflicts over the morality of abortion are really proxy battles over sexual strategies.
People pursuing a more short-term mating strategy (Buss, 2006) are obstructed when
practices facilitating promiscuity are moralized, banned, and punished. Applying this
logic to abortion, Weeden (2003) found that people pursuing a strategy weighted
toward mating effort and away from parenting effort were more likely to be pro-
choice; people pursuing monogamous strategies, reciprocally, were more likely to be
pro-life. Although people justify their moral views with reference to freedoms or
religious texts, life history variables are, Weeden argues, driving people’s positions on
abortion.

Moral side-taking does not always lead to conflict but can also cause agreement
about which actions are immoral because some rules affect everyone more or less the
same. Rules that punish intended physical harm, for instance, protect everyone who
can be physically harmed—that is, everyone—and therefore lead to roughly equiv-
alent benefits to all. Everything else equal, the least conflict should be expected over
these rules, which DeScioli & Kurzban (2013) refer to as Rawlsian because of their
equal effects. Indeed, reflecting the Rawlsian nature of some rules, there are many
cross-cultural commonalities in moral contents—such as rules surrounding
unprovoked intentional killing (Mikhail, 2009).

This mix of conflict and agreement is expected to generate themes and variations in
moral rules across cultures. Where there is conflict, variation is substantial and
potentially influenced by the number of people affected and their ability to coordinate
to advocate for their interests. Where there is agreement, cross-cultural themes emerge
with some moral rules showing widespread adoption.

The dynamic coordination model described above makes few predictions about
which cultures will adopt which moral rules. Because there are arbitrarily large
numbers of equilibria, additional theory is needed to account for variation. One
such account is from Haidt and colleagues” Moral Foundations Theory (MFT; Haidt,
2012), which proposes that disagreements over moral contents can be usefully divided
into disagreements over the weight placed on six basic content areas of morality
(harm/care, fairness/reciprocity, ingroup/loyalty, authority/respect, purity/
sanctity, liberty/oppression). In the United States, for example, Democrats value
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notions of autonomy, individual rights, and fairness while Republicans place greater
weight on purity (e.g., Graham, Haidt, & Nosek, 2009).

According to MFT, members of different groups try to bring about moral regimes
within their society that reflect their emphasis on the respective foundations. In turn,
these different emphases aid groups in coalescing around these common moral
commitments (Haidt, 2012). MFT views moral commitments less as strategic and
more as alternative sets of norms around which to build coalitions and alliances
reflecting differences in emphasis on the different moral foundations.

Note that if the dynamic coordination explanation for beliefs and motives is correct,
then moral conformity is also partially explained. As Boyd and Richerson (1992)
showed, in a world in which agents punish (i.e., impose costs on) those who X, there
will be selection for choosing not to X, to avoid such punishment. In a social world in
which betraying trust is punished, people are predicted not to betray trust absent
sufficiently large offsetting incentives. Trustworthiness, then, can be partially
explained by the presence of beliefs that such betrayals are “wrong” and motives
to punish those who betray.

By viewing moral rules as points in a large equilibrium space—echoing work on
cultural evolution (Boyd & Richerson, 2005)—the dynamic coordination model links
research in moral psychology to work in cultural evolution. If moral rules are for
coordination of side-taking decisions (as opposed to cooperation), it is far less
surprising to find that groups have equilibrated at welfare-destroying rules, as
they so often have historically (Diamond, 2005; Robinson & Acemoglu, 2012). Related,
because groups compete with one another, those groups with “bad” (i.e., aggregate
welfare-destroying) rules will, on average, be at a disadvantage to groups with “good”
rules. This dynamic explains why good rules are common, and should be expected to
become even more so over time.

MORAL EMOTIONS

Historically, because the study of morality concentrated on prosocial behavior,
researchers focused on “moral emotions” such as empathy, sympathy, and guilt.
This dates at least as far back as Adam Smith’s (1759) Theory of Moral Sentiments, with
its focus on sympathy, echoed by Darwin more than a century later. This emphasis
continues to some extent in modern approaches. Haidt (2003), for instance, plots the
moral emotions on the axes of the prosociality of the associated behavior on the one
hand and the person’s own interests on the other.

In contrast, research on moral condemnation, the primary topic here, focuses
instead on two emotions associated with judging others” actions: anger and disgust
(Hutcherson & Gross, 2011).

ANGER

Observing a moral violation often triggers anger and outrage (Rozin et al., 1999). In
general, the emotion of anger motivates and prepares an individual for aggression.
This raises the question of why moral judgment is closely connected to anger and
aggression.

Outside of the moral realm, people get angry when they, their allies, or relatives
have been harmed (Fessler, 2010; Srivastava, Espinoza, & Fedorikhin, 2009). The



782 CULTURE AND COORDINATION

functional logic of this response to harm is straightforward. Anger serves as a deterrent
(McCullough, Kurzban, & Tabak, 2013; Tooby & Cosmides, 2008) or a mechanism for
recalibration (Sell, Tooby, & Cosmides, 2009). If B knows A will reply to harm with
retaliation, B will be less likely to harm A in order to avoid these subsequent costs
(McCullough et al., 2013). The related recalibration function entails using the threat of
harm to make other people engage in less harmful (or more beneficial) actions in the
future. (See Sell et al., 2009, for a discussion.)

However, people also get angry when someone violates a moral rule, even when no
harm has been done (DeScioli & Kurzban, 2009; Haidt, 2012; Rozin et al., 1999).
Moreover, this occurs even when the violation does not directly affect the individual
or their allies. This suggests that human anger expanded to include an additional
input, not only harm but also someone else’s choice of a morally prohibited action.
Similar to basic anger, moral anger motivates aggression toward the perpetrator.
However, the motivation might not be to aggress against the perpetrator per se, but
rather to support others’ aggression against the perpetrator. According to the dynamic
coordination model described above, the behavior motivated by anger at moral
violations signals that the person has judged an action as wrong and will side against
the perpetrator. Under the proper conditions, it will further lead to imposing costs on
the perpetrator (Kurzban et al., 2007).

The close connection between moral judgment and anger does not fit well with
altruism models, which instead predict reliance on empathy. In fact, moral outrage
reduces empathy toward perpetrators (Decety, Echols, & Correll, 2010). One reason-
able possibility is that this reduction facilitates support for harming the violator. The
reduction of empathy can be profound, as illustrated by historical examples of public
support for draconian punishments of harmless offenses such executions for holding
different supernatural beliefs (Levy, 1993) or for illicit sexual behavior (Appiah, 2010).
Whereas these observations conflict with altruism models, they fit the side-taking
model in which aggression toward the perpetrator plays a key role.

DisGust

Following Tybur, Lieberman, Kurzban, and DeScioli (2013), we distinguish two issues
surrounding moral disgust. The first issue is the question of why many behaviors that
elicit disgust, such as incest and eating particular foods, are, cross-culturally, fre-
quently moralized. The second issue is why morally wrong acts that are not “dis-
gusting” in the traditional sense—stealing candy from a baby—recruit the language of
disgust.

We follow previous work holding that core disgust functions to avoid hidden risks
such as pathogens and inbreeding costs (Tybur, et al., 2013). In this light, the
moralization of disgusting acts seems especially vexing. Moralizing actions disincen-
tivizes them. However, disgusting actions are typically things people don’t want to do
anyway. Because disgusting actions are generally harmful to fitness, people are
motivated to avoid them, and would, presumably, do so even if they were not
moralized in their social group.

Haidt (2007, 2012) proposed one answer to this question—that the moralization of
disgusting behaviors serves to “bind” people into cooperative groups. He proposes
that human in groups “circle around sacred values” (p. 31), arguing that moralizing
actions, including disgusting actions, unite and unify.
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A second possible answer to this puzzle, proposed by Tybur et al. (2013), rests on
the possibility that the moral rules that are observed across cultures depend on who is
willing to fight to support (or oppose) them, as discussed above. Generally, people
only oppose rules preventing them from doing things they want to do. So, because
people, by and large, don’t want to do actions they view as disgusting, there should be
the least resistance to rules that moralize disgusting actions, possibly explaining their
prevalence.

As an empirical matter, eliciting disgust does seem to affect moral judgments.
Participants who smell a disgusting odor, for instance, judge acts more morally wrong
than controls (Schnall, Haidt, Clore, & Jordan, 2008). A parallel result has been
obtained for taste (Eskine, Kacinik, & Prinz, 2011). Particularly intriguing, the cues
that lead to sexual aversion toward opposite-sex siblings also predict the extent to
which one judges one’s opposition to incest by others (Lieberman, Tooby, &
Cosmides, 2003, 2007).

The second question is why morally wrong actions are frequently described using
the language of disgust. As an empirical matter, people do indicate that wrongful
actions that have nothing to do with pathogens or sex, such as theft from a blind
person, are “disgusting.” Related, when subjects are asked to nominate actions that
caused them to be “disgusted,” they nominate times when a moral rule was violated
(Curtis & Biran, 2001; Haidt, McCauley, & Rozin, 1994; Haidt, Rozin, McCauley, &
Imada, 1997; Tybur, Lieberman, & Griskevicius, 2009).

Why this is the case remains the subject of debate. Hutcherson and Gross (2011), for
instance, proposed that moral disgust functions to “mark” people who are threat-
ening. This view suggests that labeling others’ actions as disgusting will aid in
avoiding those actors in the future. In contrast, Tybur and colleagues (2013) propose
that using the language of disgust serves a coordination function. They suggest
that showing the canonical disgust expression or using disgust metaphors signals
to third-party observers that one opposes a particular action or perpetrator, facilitating
third-party coordination against that individual. Additional work will be required to
distinguish these possibilities for why actions perceived as morally wrong recruit the
language of “disgust.”

SUMMARY

Emotions have been increasingly incorporated into the study of morality. Research in
this area is made more difficult by the fact that feelings of anger and disgust are
frequently closely though not perfectly correlated (Russell & Giner-Sorolla, 2013).
Empirically, people do frequently report strong affective reactions to moral violations,
even in cases in which the violation does not harm themselves or a relative or ally.
These emotions, in turn, appear to motivate the administration of—or support of—
sanctions imposed on the perpetrator, though the details of the context exert important
influences on the decision to do so.

CONCLUSIONS

We began with the observation that scholarship on the evolution of morality can be
conveniently divided into two threads that turn on the distinction between doing and
believing. Humans do many things that might be labeled “moral.” Many altruistic acts
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are so labeled. A related but distinct question surrounds a particular sort of belief, or
mental representation. Many people have the belief that sex between full siblings, for
instance, is wrong or immoral.

Explanations for why people do things are likely to be different from explanations
for why people believe things. The previous incarnation of the morality chapter in this
Handbook consisted in large measure of explanations for why people behave in
particular ways. Krebs (2005) referred to explanations such as reciprocity, kin selec-
tion, group selection, and so on. Related, Haidt (2012) leans on these explanations to
ground Moral Foundations Theory in evolution.

In contrast, we have discussed explanations for moral beliefs. Because theories such
as reciprocity and kin selection are good for explaining (prosocial) behavior but not as
apt for explaining judgments of moral wrongness, additional ideas are needed to
supplement these powerful explanations. Thankfully, the past 20 years has seen a
fluorescence of research on moral psychology, and new conceptual tools are available
to shed light on this perennially vexing issue. Debates continue, however, and it is
clear that much work has yet to be done on the function of the cognitive systems that
generate moral condemnation, and the panoply of human behaviors that moral
condemnation motivates.
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CHAPTER 32

The Evolutionary Foundations of
Status Hierarchy

MARK VAN VUGT and JOSHUA M. TYBUR

Who can say for sure that the deprivation which afflicts him with hunger is more painful
than the deprivation which afflicts him with envy of his neighbor’s new car.

—]J. K. Galbraith

Despite being a democracy, Rome had an elaborate system of ranks and social

standings visible to all. The Roman dress, the toga, was a status symbol par
excellence; only free Roman citizens could wear it. Foreigners, slaves, and even exiled
citizens could not wear it in public, and it was taboo for Roman citizens to be seen in
public without wearing one. Social status within the citizen class was further
demarked by different kinds of togas. On formal occasions, most Roman men and
ordinary members of the Senate wore plain white toga virilis, whereas politicians
campaigning for public office wore the conspicuously ultrawhite, bleached toga
candida. The white toga praetexta had a broad purple stripe on its border, and
only priests and magistrates could wear it. Finally, the toga picta, a brightly colored
and richly embroidered garment, could only be worn by military commanders on their
triumphs through the streets of Rome and by the consuls and emperors on special
occasions like the Gladiator Games (Baker, 2010).

Rome was not unique in emphasis of status. All human societies, large or small,
wealthy or poor, industrialized or subsistence based, have status hierarchies. The
anthropologist Donald Brown (1991) has documented social status as universal across
human cultures, and hierarchy is conceptualized as one of the key, universal dimen-
sions of human social relationships in A. P. Fiske’s (1992) relational models theory.
Even foraging societies that might appear egalitarian at first blush are characterized by
status hierarchies and, like the Romans, individuals at higher places in status hierar-
chies enjoy special benefits. For example, adult males of the Ache, an indigenous

r I 1HE IMPERIAL CITY of Rome was the largest urban area in the world of its time.

We would like to thank Willem Frankenhuis, Michael Price, Richard Ronay, and an anonymous reviewer for
their comments on an earlier version of our chapter.
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foraging people in Paraguay, invest large amounts of time and energy into acquiring
meat. In a sense, hunting is their job, and meat is their income. The tangible fruits of
one individual’s labors, though, cannot be stored long term in a manner that could
allow the accumulation of capital and the subsequent status increases that real estate
moguls, wall street executives, and heads of state enjoy. Instead, meat is shared with
other members of the group in a relatively egalitarian manner. This egalitarianism in
terms of tangible resources does not prevent the accumulation of status based on
hunting performance, though; the best hunters in the band accumulate prestige, which
allows them to have more extramarital affairs and sire more children than the average
hunter (Hill & Kaplan, 1988). Similar associations between hunting skills and repro-
ductive success have been reported among other hunter-gather societies such as the
Ache, Hadza, 'Kung, and Tsimane (von Rueden, 2014).

In addition to being common across human cultures, status hierarchies are preva-
lent in nonhuman social species as well (Ellis, 1995). A widely cited example is the
pecking order in chickens. If a group of chickens is placed together for the first time,
they will all initially peck each other in competition over food. Before long, though, a
simple linear hierarchy emerges within the group where every hen knows its place
—A pecks B; A and B peck C; A, B, and C all peck D; and so on —and the pecking order
determines which hens gets preferential access to food. Hierarchy also determines
access to females in various primate species (to which humans are closely linked).
There are positive associations between male rank and reproductive success among
chimpanzees, bonobos, gorillas and rhesus macaques, although the strength of the
association varies depending upon socioecological conditions such as (a) resource
predictability, (b) the ability to monopolize resources, and (c) the ability to form
leveling coalitions against dominants (Boehm, 1999; Ellis, 1995).

Given the ubiquitous nature of status hierarchies across human and nonhuman
groups, and the fitness-relevant consequences of placement in status hierarchies
(e.g., access to food and mates), it is likely that natural selection would have favored
psychological mechanisms that are specialized for navigating status hierarchies. This
chapter explores these mechanisms in several ways. First, we define the relevant
concepts. Second, we discuss the selection pressures that might have favored the
evolution of a universal status striving tendency. We do this partially through the logic
of a simple game theoretical model. Third, we review some of the proximate
mechanisms—including behavioral, morphological, hormonal, and affective sys-
tems—through which individuals are able to assess their relative status and likelihood
of winning a status challenge, make status gains, and manage status losses, whereby
we pay attention to sex differences in status striving. Finally, we investigate the
emergence of one specific high-status position in human groups, leadership.

DEFINITIONS

Following Cummins (2005), we define status as an individual’s standing in the social
hierarchy, which determines priority access to resources in competitive situations. We
further draw a distinction between status hierarchies based on dominance versus
prestige (Henrich & Gil-White, 2001; note that social psychologists Magee and
Galinsky, 2008, use the terms power versus status, respectively, to refer to these
concepts). In dominance hierarchies—which are common among nonhuman pri-
mates—individuals achieve priority access to resources through threat, intimidation,
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and displays of force. Prestige, in contrast, is a freely deferred status granted to
individuals because they help other individuals achieve their goals. In return,
prestigious individuals (e.g., individuals with valued skills or knowledge) receive
priority access to resources (Hill & Kaplan, 1988). Power, a concept recently explored
by social psychologists, refers to the ability to influence others” outcomes by virtue of
someone’s control over resources, often based on position in the hierarchy (Keltner,
Gruenfeld, & Anderson, 2003; Magee & Galinsky, 2008). Finally, it is useful to
distinguish between status hierarchies and decision-making hierarchies, although these
are often times conflated particularly in humans (van Vugt, 2006). Leadership refers to a
special position in the decision-making hierarchy where individuals exercise
disproportionate influence on group decision making and can gain priority access
to resources in return (Price & van Vugt, 2014; van Vugt, 2006).

AN EVOLUTIONARY PSYCHOLOGY PERSPECTIVE ON STATUS

Given that (a) status hierarchies are ubiquitous across observed human societies, both
modern and historical, (b) status hierarchies are observed in nonhuman primates, as
well as other animals, and (c) an individual’s position in status hierarchies has
consequences for access to sexual partners and other fitness-relevant resources,
humans likely possess evolved psychological mechanisms for status-striving and
navigating status hierarchies. These mechanisms (a) motivate individuals to advance
their positions in status hierarchies (status improvement), (b) convert advantageous
status positions into fitness benefits (status capitalization), (c) assess and monitor others’
positions in status hierarchies (status assessment), and (d) manage and cope with
changes in status positions in social hierarchies, both gains and losses (status manage-
ment). These mechanisms are instantiated as coordinated interactions among hormo-
nal, cognitive, emotional, and behavioral systems, and they need not be consciously
motivated.

An evolutionary psychology approach assumes that the psychological systems of
status take the shape of stimulus-response mechanisms that can be seen as conditional
(“if-then”) decision rules that produce behaviors that were, on average, adaptive in the
ancestral environment (Gigerenzer & Goldstein, 1996; Tooby & Cosmides, 2005). A
conditional rule such as “Only challenge an individual’s status if the likely benefits
outweigh the costs” enables individuals to achieve better payoffs than a decision rule
to “challenge anyone’s status.” Multiple selection mechanisms might have shaped this
type of modular status psychology. Some evolutionary theories stress individual
competition as the basis for status differences, viewing hierarchy as the resultant of
individuals pursuing their own interests. Evolutionary biologist George Williams
(1966) remarked: “The dominance-subordination hierarchy . . . is not a functional
organization. It is the statistical consequence of a compromise made by each individ-
ual in its competition for food, mates, and other resources. Each compromise is
adaptive but not the statistical summation” (p. 218). Other evolutionary theorists
stress the functionality of status differences for both individuals and groups. One may
be better off as a low-status member in a group with a stable hierarchy than as a high-
status member in an unstable group (Caporael, 1997; Ronay, Greenaway, Anicich, &
Galinsky, 2012). Accordingly, social hierarchies in humans may be the product of
selection operating at multiple levels (e.g., group and individual; see Wilson, van
Vugt & O’Gorman, 2008; compare with Pinker, Chapter 36, this volume).
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Player 2
Yield Dare
Yield 2,2 1, 5*
Player 1
Dare 51" -1, -1

Figure 32.1 Chicken: A Game of Status
Note. Payoffs are for Player 1 and 2, respectively; Yield and Dare constitute alternative game
strategies (underpinned by genes); game equilibria are indicated with asterisks.

GAME THEORY AND STATUS

Status striving can be conceptualized as a social strategy that has been selected for by
virtue of its role in fostering reproductive success. This can be illustrated by applying
insights from evolutionary game theory (Maynard Smith, 1982), which models social
interactions as games in which strategies compete with each other in a Darwinian
fashion. Evolutionary game theory is like economic game theory, except that the
agents are genes, which embody strategies that are pitted against alternative strate-
gies. Strategies, and the genes that lead to their development within individual
organisms, spread through a population by virtue of the superior decision rules
they produce in fitness relevant situations, whereas inferior strategies are culled from
the population.

We can model status interactions as different social strategies in a game of Chicken
(Figure 32.1), which parallels the well-known Hawk-Dove game in evolutionary
biology. The name “chicken” stems from a game in which two car drivers drive
towards each other on a collision course. One must swerve or both may die in a crash;
yet if one driver swerves and the other does not, the one who swerved is called the
chicken (coward). The principle of the game is therefore that while each player prefers
not to yield to the other, the worst possible outcome occurs when both players do not
yield. Status interactions have the feature of a Chicken game in which one can assume
that players have two available strategies, either to challenge for status (Dare) or to
avoid a status confrontation (Yield)—these are akin to the hawk and dove strategies,
respectively. A challenger always wins against an avoider and can therefore gain
status. Pursuing a Dare strategy is thus effective when there are lots of Yield types
around who will accept your status. But as Darers become more common in a
population—because they convert resources gained in status competitions into
fitness—interactions between them will increase. These interactions result in negative
payoffs for both parties (Figure 32.1). In populations with many Darers, individuals
who bow out of intense competition can thrive. The Yielders might have to surrender
resources to the Darers, but they avoid costly battles, and their interactions with other
Yielders are fruitful. Hence, there is a countersurge of Yielder types in the population.
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Under certain conditions, the population will reach a mixed equilibrium of Dare
and Yield strategies over time, at the point at which each strategy enjoys similar
expected reproductive success. This is a classic example of frequency-dependent
selection (Buss, 2009; Maynard-Smith, 1982).

Animal research supports the principles of this status game. Consider orangutans,
where males differ greatly in size. The flanged males are physically large, and they
attract females to their territories by making loud vocal calls. The unflanged males are
weaker and smaller, and they do not hold a territory themselves. Their strategy is to
avoid the big males and to wait for the opportunity to mate with an unguarded female
(Harrison & Chivers, 2007). This explains why these two strategies continue to coexist
in the male orangutan populations at particular frequencies. Similar alternative
mating strategies, reflecting the Dare and Yield tactics, have been observed in
cuttlefish, salmon, and beetles (Hunt & Simmons, 2001).

The Dare-Yield combinations are referred to as the game equilibria. Once inter-
actions settle into an equilibrium state, they are likely to remain there because neither
player obtains a better outcome by switching to a different strategy (this is called an
“evolutionarily stable strategy” [ESS], or in economics and political science, a Nash
equilibrium). This game thus selects for adaptations that exploit equilibrium state of
D-Y interactions, potentially giving rise to a stable status hierarchy. The implications
of the model for the formation of status hierarchies are multifold. First, the benefit of
Dare is higher in an interaction with a Yielder, and a Yielder always defers to a Darer.
Second, it is better to Yield in interacting with a Darer (especially if the Darer is likely
to win the status competition). Third, the combined payoffs of the D-Y interaction are
better than for pairs of either D- or Y-types. Thus, groups composed of Darers and
Yielders tend to have better gross payoffs than homogenous groups. In contexts of
intergroup competition, this dynamic might favor groups with a mixed assortment of
status strategies (for empirical evidence, see Ronay et al., 2012).

The Chicken game analysis offers a potentially valuable lens through which to think
about status adaptations and our evolved psychology of status. First, it shows why
humans should strive to improve their status, as this determines their differential access
to resources (Frank, 1985). Second, it shows how groups can arrive at relatively stable
status hierarchies (the game equilibria) instead of facing constant challenges for status.
Third, it provides an analytical framework for answering questions that parallel some of
the foundational issues within social and personality psychology—for instance, how
phenotypic qualities of the individual (a la the “person”) interact with the situations they
find themselves in (cf. Kenrick & Funder, 1988; Lewin, 1946; Reis, 2008). Individuals
lacking the phenotypic qualities to challenge for status, such as those lacking in physical
strength or valuable skills, should avoid the costs of status competition.

Fourth, these status strategies should be conditional. Individuals predisposed to
challenge for status should switch to a Yield strategy in situations in which they are
likely to come up against a more formidable opponent or an opponent that is more
committed to compete. The latter explains the home advantage effect documented in
studies of animal behavior in which individuals that own territories are likely to fight
harder than the ones invading a territory. Fifth, depending upon relative payoffs of
low or high status, we expect status confrontations to vary in intensity. The relative
benefits of a challenge, for instance, may be greater for men than for women, which
could explain the commonly observed sex differences in status striving, risk taking,
and dominance (van Vugt, Hogan, & Kaiser, 2008). Finally, the game offers insight into
status challenges between groups, where one group lacking the qualities to compete
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(e.g., through lack in numbers or resources) may yield to another group and a stable
between-group hierarchy might emerge. The game analysis forms the foundation of
social psychological theories of intergroup processes, explaining why individuals
identify more with high-status groups and are motivated to make costs to improve
their group standing (Tajfel & Turner, 2004).

This parsimonious game is naturally limited in a number of ways. It is agnostic
regarding the nature of the costs inflicted in status challenges (e.g., physical or
psychological costs), and it says nothing regarding the proximate mechanisms under-
lying status interactions—how do individuals signal their phenotypic qualities to each
other and what qualities do they signal? Although we assume that such signals have
evolved to be honest, in actual status interactions signals may be faked (e.g., lowering
your voice pitch during a job talk). Finally, the game is agnostic about whether status
battles are based on dominance, prestige, or a combination (e.g., scientists and
ultimate fighters compete in very different ways for status).

EVOLVED STATUS MECHANISMS
STATUS AND HORMONES

Testosterone  Human and nonhuman animal studies suggest that hormones are one
of the proximate mechanisms that facilitate the emergence, development, and main-
tenance of status hierarchies in groups. Levels of the androgen testosterone (T) relate
to individuals’ relative status in both human and nonhuman samples (Archer, 1996;
Ellis, 1995; Sapolsky, 1990), and not due only to shared relationships with third
variables such as age, sex, or size. After intrasexual competition—competition within
one sex for access to mates—victors on average experience an increase in testosterone,
whereas losers experience a decrease in testosterone. This pattern has been observed in
direct physical competitions, in nonphysical competitions, in experimental competi-
tions within the lab, and in natural competitions (e.g., wrestling; Gladue, Boechler, &
McCaul, 1989; Mazur & Booth, 1998, Mazur, Booth, & Dabbs, 1992). Changes in
testosterone also occur vicariously and as a result of status competitions among
groups. During the final match of the 1994 FIFA World Cup between Brazil and Italy,
researchers found an increase in testosterone levels among fans of the winning team
and a decrease in testosterone levels among fans of the losing team (Bernhardt, Dabbs,
Fielden, & Lutter, 1998). The relationship between status and testosterone also appears
to be bidirectional, with changes in testosterone producing a change in position in the
social hierarchy. When biologists administered testosterone to low-ranking cows, for
example, the cows’ hierarchical positions increased; when testosterone was subse-
quently withdrawn, the cows’ position dropped (Bouissou, 1978).

It is not quite clear how these testosterone changes convert into reproductive
outcomes. One possibility is that increasing T motivates individuals to adopt a dare or
challenge strategy (cf. Archer, 1996). Evidence linking testosterone and dominant/
aggressive behaviors has been found among men in highly intrasexually competi-
tive prison populations and in nonprison populations (Mazur & Booth, 1998).
Testosterone might also stimulate individuals to engage in prestige battles. After
being administered a small dose of testosterone, participants gave more money inan
economic game, compared to a control group receiving a placebo, but only when
giving money produced reputation benefits (Eisenegger, Naef, Snozzi, Heinrichs, &
Fehr, 2010).
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The nature of the relationship between testosterone and status can be illuminated
by considering the energetic tradeoffs that testosterone facilitates. Ellison (2003;
Ellison & Ellison, 2009), for example, conceptualizes testosterone as regulating
male reproductive effort. Higher testosterone levels during development produce
“masculine” traits such as a more prominent brow ridge and larger jaw, a deeper-
pitched voice, and greater muscle mass. Such masculine traits are useful in dominance
competitions, including physical combat, as well as in prestige contests, including
mediation in conflicts (von Rueden, 2014). Increases in testosterone following compe-
tition victories can be interpreted as general increases in energy allocating to mating
effort, then. If testosterone also serves as an input into some of the psychological
mechanisms governing mating displays, then these increases in testosterone following
success in intrasexual competitions can lead individuals to convert their victories into
reproductive opportunities (status capitalization).

Engaging in status competition can be costly, both in terms of the energetics
associated with testosterone production (e.g., Muehlenbein & Bribiescas, 2005) and
in terms of the direct challenges from conspecifics that increased testosterone leads to,
fighting other challengers. Given these costs, individuals who pursue an avoid strategy
should be more wary of being placed in a high-status position in which they are
frequently challenged. Josephs, Sellers, Newman, and Mehta (2006) provide some
support for this hypothesis. After rigging a competition, they observed that lower-
testosterone individuals placed into a high-status position (i.e., victors in a competition)
and high-testosterone individuals placed into a low-status position (i.e., losers in a
competition) showed patterns of relatively high arousal, with greater heart rate and
worse performance on tests of cognitive performance. In addition, those individuals
who experienced increases in testosterone after losing the competition wanted to
compete again with the same individual; those individuals who decreased testosterone
after losing wanted to avoid another confrontation (Mehta & Josephs, 2006).

Cortisol and Serotonin Testosterone is not the only hormone that regulates positions
in status hierarchies. Indeed, cortisol also fluctuates in response to situations or events
that might alter positions in status hierarchies. Those situations that lead to transient
increases in cortisol are often subjectively experienced as “stressful.” Like testosterone,
cortisol functions to regulate the allocation of energy to different physiological
systems. Unlike testosterone, however, changes in cortisol function to supply the
organism with extra bursts of energy by extracting glucose from physiological
reserves that are lower priority in emergency situations (Ellison & Ellison, 2009).
Adults and children of low socioeconomic status typically show higher cortisol levels
than those of higher socioeconomic status, suggesting more frequent exposure to daily
stressors (Kapuku, Treiber, & Davis, 2002; Marmot, 2004). Among married couples,
the perception of the dominance of one’s spouse correlates with blood pressure
reactivity during marital interactions (P. C. Brown, Smith, & Benjamin, 1998).
Low-ranked managers have higher baseline levels of cortisol than higher-ranked
managers in organizations (Sherman et al., 2012). Although the causal direction in
these relationships is yet unclear, it is consistent with Sapolsky’s (1990) baboon studies
showing that lowly ranked baboons experience continuous elevated levels of cortisol.
An interpretation of this effect is that cortisol buffers against the stress from expe-
riencing a low status position with an associated lack of resources (see Figure 32.1).

Finally, high status has been linked to elevated levels of serotonin, a neuro-
transmitter, primarily found in the central nervous system, which is thought to be
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related to feelings of happiness and well-being. Primate studies have found that as
individuals move up the social hierarchy of their group, their serotonin levels increase
(Sapolsky, 1990). Experiments with vervet monkeys show that males with high social
rank had almost twice as much serotonin in their blood as did the low-ranking
monkeys (Raleigh, McGuire, Brammer, & Yuwiler, 1984). A causal link between
serotonin and status was established when scientists administered citalopram
(a serotonin drug) to 10 healthy volunteers. While taking the drug, these volunteers
were rated as significantly more dominant by observers, and they also increased
their eye contact when interacting with strangers compared to a placebo group
(Tse & Bond, 2002). Not surprising, drugs to fight depression and anxiety in humans
(e.g., Prozac) work by increasing serotonin levels in the brain. Serotonin may well be
an internal cue of one’s status position in a group.

STATUS AND PHYSIQUE

To the extent that position in status hierarchies and competitions for status, and,
ultimately mates, favor physical size and strength, the highest quality individuals would
be expected to be bigger, at least for males. (Kokko, Brooks, McNamara, & Houston,
2002, note that physical size is partially influenced by testosterone.) Physical formida-
bility offers obvious advantages during bouts of intrasexual competition, and it strongly
predicts status in nonhumans; larger male baboons are ranked higher than smaller male
baboons (Johnson, 1987), and larger individuals are more likely to win dyadic challenges
in spiders (Taylor, Hasson, & Clark, 2001) and crayfish (Pavey & Fielder, 1996).

In human (males) there are two potential ways that physical size translates into
higher status. The first is through a series of physical dominance displays between
intrasexual competitors. Larger males would, on average, win against smaller indi-
viduals, and larger individuals would rise to the top of hierarchies. Naturally, this
need not involve actual physical combat. An individual’s stature can be used as
information regarding that individual’s likelihood of success in competition, and
confrontations are settled based on this information rather than actual combat, which
would decrease costs for all parties involved (status assessment). In this sense, stature
can be thought of as a cue to intrasexual competitive ability, and hence a critical piece
of information in deciding who should be challenged and who should be deferred to.
Recent developmental studies show that even before the end of their first year, human
infants expect a physically larger object to prevail over a physically smaller object in a
dominance contest (Thomsen, Frankenhuis, Ingold-Smith, & Carey, 2011). Hence,
individuals of stature can simply avoid a status competition because they are not being
challenged (see Figure 32.1).

The second is through physical size serving as a marker of someone’s prestige.
Anthropological research suggests that physically stronger individuals may be better
at procuring resources for the group, defend the group against hostile outgroups, and
settle intragroup disputes (von Rueden, 2014). Furthermore, there is evidence linking
stature to health, intelligence, and political influence, which are prestige indicators
(Blaker & van Vugt, 2014). Height is positively associated with several variables
associated with status, including income (Judge & Cable, 2004), military rank (Mazur,
Mazur, & Keating, 1984), and authority in the workplace (Gawley, Perks, & Curtis,
2009). Furthermore, within businesses, individuals in managerial positions are on
average taller than individuals in nonmanagerial positions (Egolf & Corder, 1991;
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Murray & Schmitz, 2011). Prestigious American science professors tend to be taller
than the general public, and even the U.S. presidential elections are won by the taller
candidate at a rate greater than chance (McCann, 2001; Stulp, Buunk, Verhulst, &
Pollet, 2013). There is also evidence that being tall facilitates an individual’s upward
social mobility. A study involving pairs of brothers and sisters found that the taller
sibling was on average better educated (Bielicki & Waliszko, 1992). Different lan-
guages seem to reflect the relationship between stature and status; in various cultures,
traditional and modern, leaders and other high-status individuals are often referred to
as “Big Men” (van Vugt & Ahuja, 2011).

That people use height as a cue to others’ placement in status hierarchies is
demonstrated in a recent experiment showing that taller male and female managers
are perceived as better leaders (Blaker et al., 2013). Whereas taller males were perceived
as both more dominant, more intelligent, and healthier, taller females were only seen as
more intelligent. This suggests that stature might lead to status benefits in both sexes, but
that it does so via physical formidability more in men than in women.

There are other traits that might allow an individual to leverage physical formida-
bility into status. A handful of studies have reported that fat-free muscle mass—which
is estimated by running small electrical current through the body, and can be used as a
proxy for physical strength—is positively correlated with wages for both males and
females (Bockerman, Johansson, Kiiskinen, & Heliovaara, 2010). Men’s physical
strength also predicts their quickness to anger and their likelihood of applying
aggressive tactics to achieve their goals (Sell, Tooby, & Cosmides, 2009)—thus being
quicker to adopt a Dare strategy. Physical size at age 3 predicts aggressiveness and
disagreeableness at age 11, which suggests that strategies relating to physical strength
are calibrated early in life (Ishikawa, Raine, Lencz, Bihrle, & Lacasse, 2001). Physically
stronger men also endorse social norms that are beneficial to strong individuals. For
example, Price, Kang, Dunn, and Hopkins (2011) demonstrated that physically
stronger men have a stronger preference for social hierarchies and status inequalities.
Petersen, Sznycer, Sell, Cosmides, and Tooby (2013) similarly found that upper-body
strength predicted men’s endorsement of resource redistribution policies that favored
them: Poorer men’s upper-body strength predicted stronger endorsement of wealth
redistribution, whereas wealthier men’s upper-body strength predicted weaker
endorsement of wealth redistribution.

Other traits that might relate to success in intrasexual competition also convey high
status. Facial masculinity—which includes chin prominence, heaviness of brow
ridges, and facial muscularity—predicts career development of military officers,
with these traits being associated with higher rankings within a military academy
and more and quicker career promotions (Mueller & Mazur, 1996). The relationship
between facial masculinity and success in hierarchical organizations might result from
both the tactics that more facially masculine individuals employ (dominance) and the
potential preferences for more facially dominant individuals as leaders (prestige). The
latter is supported by evidence that individuals vote for a more facially dominant
leader, especially in the context of war (Spisak, Dekker, Kriiger, & van Vugt, 2012).

Finally, physical attractiveness predicts a number of positive social outcomes
afforded to higher-status individuals, such as having more dates and friends and
making more money (Roszell, Kennedy, & Grabb, 1989). In a study of college
fraternities and sororities, more physically attractive individuals were perceived as
more prominent and occupied high-status roles in these student organizations more
often (Anderson, John, Keltner, & Kring, 2001; Kalick, 1988). However, physical
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attractiveness was more strongly predictive of social status in men than in women,
suggesting that attractive women may have an edge in competition for mates but not
necessarily in challenges for positions of leadership.

VERBAL AND NONVERBAL INDICATORS OF STATUS

In addition to leveraging physical capital into higher status, humans also employ
various behavioral tactics to convey their status (although whether they do this
deliberately remains to be seen). Consider a handshake. Shaking hands is a ubiquitous
manner of introduction in the Western world, especially between men who meet for
the first time. Something as simple as grip strength during a handshake might be an
efficient manner of learning about another man’s status. Socially dominant and
extraverted individuals have firmer handshakes (Stewart, Dustin, Barrick, & Darnold,
2008). High-status individuals are also more likely to have an open, relaxed posture,
show less emotional expressivity in their face, and are less likely to laugh, especially in
interacting with low-status individuals (Ketelaar et al., 2012). In a lab study, partic-
ipants who viewed individuals engage in subtly rude and norm-violating behaviors
rated these individuals as more decisive, strong, powerful, and in control (van Kleef,
Homan, Finkenauer, Glindemir, & Stamkou, 2011). In a review of the literature on
nonverbal behavioral interactions, Argyle (1994) concludes that dominant individuals
stand at full height with an expanded chest, hold a firmer gaze, speak in a low-pitched
voice, and gesture more.

A lower voice pitch can also provide information about an individual’s status as it is
related to physical size and higher testosterone. Lower voice pitches are linked to
status and occupational success (Puts, Hodges, Cardenas, & Gaulin, 2007). Indeed, ina
recent study on CEOs of companies registered on the American Stock Exchange
showed that CEOs with lower voices make more money, with a 25% decrease in voice
pitch being associated with a $187,000 increase in annual salary (Mayew, Parsons, &
Venkatachalam, 2013). Men also lower their voice pitch when they are addressing
another man who is lower in status, suggesting that voice pitch might be used to assert
dominance in lieu of physical competition (Puts, Gaulin, & Verdolini, 2006). Finally,
verbal expressions may differ between high- and low-status individuals. People are
seen as more prominent and prestigious when they speak more clearly, louder, more
confidently, and more directly, whereas those who speak more softly and pepper their
comments with nervous giggles are seen as lower in status (S. T. Fiske, 2010).
Moreover, high-status individuals often initiate conversations, shift discussions to
their own areas of competence, and are more likely to interrupt other speakers in the
conversation (Godfrey, Jones, & Lord, 1986; Mast, 2002). Finally, displays of emotions
convey status differences. Group members who express anger are perceived to be of
higher status than those who appear sad (Tiedens, 2001).

StaTUs CHANGES AND EMOTIONS

Humans have likely evolved a suite of different emotional systems to negotiate
positional changes in status hierarchies (Tooby & Cosmides, 2008). When individuals
emerge victorious in a status competition (lower left cell of Figure 32.1), they
experience happiness, elation, and pride (Cheng, Tracy, & Henrich, 2010; Tracy &
Robins, 2007). In contrast, a status loss (upper right cell of Figure 32.1) produces an
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increase in feelings of social anxiety, shame, rage, and depression (Gilbert, 1990).
Moreover, identical behaviors can elicit starkly different affective sensations depend-
ing on the status consequences of the behavior.

Consider public speaking. As many readers of this chapter have experienced
themselves, giving a research presentation to a group of undergraduate students
results in less anxiety than giving the same talk to a mix of peers and more prestigious
individuals at an international conference. Presumably, this difference in anxiety
reflects the different status consequences of a good versus poor performance to the two
groups, with poor performances in front of undergraduates not affecting status as
much as a poor performance in front of a group of scholarly peers. Anxiety, or even the
prospect of feeling anxious, might reflect the type of functional forecasting and
simulation discussed by Tooby and Cosmides (2008). That is, simulating the aversive
effects of actual status losses (i.e., experiencing anxiety) might lead individuals to
either avoid situations in which they are likely to lose status or invest extra effort into
winning such competitions. Similarly, people feel shame if they experience a loss in
reputation, for example, after a moral transgression (Giner-Sorolla & Espinosa, 2011;
Haidt, 2003; Tracy & Robins, 2006). On the other hand, when people lose a status
competition that they feel they should have won, they may feel rage, which might
motivate them to seek a rematch or revenge. Finally, after experiencing a prolonged
loss of status (e.g., unemployment), people may feel depressed, which motivates them
to temporarily avoid any status competition until they have gained enough resources
to participate in status competitions. Depression symptoms indeed stop after people
find a new job or start a new relationship, at which point they might have the capital to
reenter the fray of status competition (Gilbert, 1990).

Other emotions could similarly guide behavior after status contests depending on
the outcome of the competition, the individual’s status, and the status of their
competitor (Figure 32.1). After winning a status contest, a high-status individual
might experience either pity or contempt for the low-status person, depending
presumably on how the loser responds to his or her defeat, or the manner in which
the loser challenged the winner before the competition. In contrast, depending upon
the reactions of the winner, low-status individuals might display admiration when
they feel they have legitimately lost the battle, and they might feel envy to motivate
greater efforts during the next bout of competition.

SEX DIFFERENCES IN STATUS STRIVING

Like all mammals, men and women differ in their reproductive potential. Women
invest more heavily in offspring (e.g., via the time and energy invested in gestation
and lactation), and the number of years that they can conceive is constrained relative to
men. Comparatively, men have lower minimal obligate investment in offspring, they
can sire more offspring (with another partner) after a single act of conception, and they
are reproductively viable for a longer period of their lives (Trivers, 1972). As a result,
the ceiling of reproductive output is higher for men, and men’s reproductive output
tends to be more variable than female reproductive output (Bateman, 1948; Brown,
Laland, & Borgerhoff Mulder, 2009). These differences in minimal obligate investment
form the theoretical foundation for sex differences in mating strategies (e.g., Sexual
Strategies Theory; Buss & Schmitt, 1993) and myriad related sex differences ranging
from aggression (Archer, 1996; Wilson & Daly, 1985) to experiences of disgust toward
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unwanted sexual advances (Tybur, Lieberman, Kurzban, & DeScioli, 2013). These sex
differences also imply that there might be evolved sex differences in psychological
status systems.

Male reproductive output is more variable than female reproductive output, but
which males produce more offspring? As we discussed earlier, higher-status males sire
more offspring across several species (Ellis, 1995). An extreme example comes from the
northern elephant seals living off the west coast of the United States and Mexico. Males
compete for dominance before the breeding season starts, and the winners get exclusive
access to females, whereas the losers are excluded from mating during the breeding
season (Blaker & van Vugt, 2014). Employing the game-theoretical model presented
earlier (Figure 32.1), this means that the relative payoffs for Dare versus Yield will be
greater for male same-sex interactions than for female same-sex interactions. The
implication is that there is a stronger incentive for males to compete for status than
for females because of the larger reproductive gains involved.

The relationship between male status and reproductive success also appears in
humans. It was particularly strong in early complex societies, such as the Aztec, Inca,
and Mesopotamian civilizations (Betzig, 1993). In these societies, access to women was
strictly regulated, with higher-status men enjoying greater access to women than
lower-status men. In the more egalitarian hunter-gatherer societies, the reproductive
skew was arguably less pronounced, but the best hunters and political leaders
nevertheless enjoyed more sexual affairs. Indeed, among contemporary Tsimane—
a foraging people in the Bolivian lowlands in which pair bonding is normative—
higher-status men (both dominant and prestigious men) have more extramarital
sexual affairs than lower-status men (von Rueden, Gurven, & Kaplan, 2011). The
same applies to modern industrialized societies. Perusse (1993) investigated the
relationship between the position of male employees and their sexual opportunities.
The self-report data showed that employees with more senior positions had more
sexual liaisons. Young male members of street gangs are reported to have more sexual
affairs and greater status among their peers than nongang members of the similar age
(Palmer & Tilley, 1995). American World War II soldiers who returned home as war
heroes—recipients of the Congressional Medal of Honor—had more children than
other veterans who did not receive this award (Rusch, Leunissen, & van Vugt, 2014).
This tendency for males to convert their high status into reproductive success
is common enough to be labeled with a specific term: the Bathsheba syndrome
(D. C. Ludwig & Longenecker, 1993).

STATUS, MATING, AND MEN’S PSYCHOLOGY

Given the stakes of the outcomes of status competitions, men are expected to use more
costly tactics to advance their own status goals. These tactics often involve dominance
displays (e.g., physical fights; Archer, 2009), and they are often used in response to
otherwise trivial threats—threats that only concern status rather than safety or
tangible resources (M. Wilson & Daly, 1985). Further, aggressive responses to status
threats appear to be used more by men when other men—other intrasexual competi-
tors—are present to witness the outcome of the competition (Griskevicius et al., 2009).
Additionally, men gain status by participating in coalitional fights against other men
of rival groups. Men contribute more to their groups in settings of intergroup
competition than in the absence of intergroup competition, whereas women do not
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(van Vugt, de Cremer, & Janssen, 2007). Men also report more aggressive intergroup
encounters than women, and they are more likely to support and participate in
between-group violence (the male warrior effect; van Vugt et al., 2007). Finally, men
score higher on social dominance orientation, which measures the extent to which
people prefer status differences and unequal resource access between groups in
society (Pratto, Sidanius, Stallworth, & Malle, 1994). The direction of this sex difference
is invariant across cultures, even appearing in relatively egalitarian societies such as
Sweden and the Netherlands. Intergroup aggression may be a preferred tactic for
especially low-status males to elevate their status via combat, and therefore increase
their access to resources (Chagnon, 1990; McDonald, Navarrete & van Vugt, 2012;
Navarrete, McDonald, Molina, & Sidanius, 2010).

Men may also apply prestige tactics to attract sexual mates. When groups of male
participants were playing a public-good game in a laboratory study and were being
watched by an attractive woman, they donated more to the group fund than when there
was no audience or when the audience was a man (van Vugt & Iredale, 2013).
Additionally, men donate more to street beggars when in the presence of female
company rather than male company or alone (Iredale, van Vugt, & Dunbar, 2008).
Finally, when men and women were primed with romantic motives and were then
asked about their helping decisions, men endorsed engaging in heroic, status-enhancing
forms of helping (e.g., jumping into water to help someone who is drowning;
Griskevicius et al., 2007). In contrast, women endorsed more conventional, low-risk
helping (e.g., volunteer work) after a romantic prime. In a virtual environment, men
cross a scary rope bridge faster when observed by female bystanders compared to male
bystanders (Frankenhuis, Dotsch, Karremans, & Wigboldus, 2010). Finally, men who
are more committed to their current partner self-reportedly take fewer risks than men
who are less committed to their partner (Frankenhuis & Karremans, 2012).

StAaTUS AND WOMEN’S PSYCHOLOGY

If men’s status conveys information regarding benefits to women (e.g., as mates), then
selection might favor a female mating psychology that finds status attractive. In Buss’s
(1989) landmark cross-cultural study on mate preferences, females across cultures
valued status-relevant traits in a romantic partner (e.g., earning capacity, ambition)
more than men. In lab studies, females express greater sexual interest in dominant
men, but men do not express greater sexual interest in dominant women (Sadalla,
Kenrick, & Vershure, 1987). When asked to “build a mate” using a limited budget,
women prioritize status and resources in constructing their mate more than men
(Li, Bailey, Kenrick, & Linsenmeier, 2002). Men are not blind to this preference; they
are more likely to advertise their status and resources on personal romantic advertise-
ments relative to women (Pawlowski & Dunbar, 1999).

Women’s mate preferences for status could reflect both preferences for the direct
(i.e., protection and resources) and indirect (i.e., heritable quality) benefits that high-
status men might possess. The former is certainly true, with women prioritizing social
status and resources more in long-term mates relative to short-term sexual partners
(Li & Kenrick, 2006). The latter also appears to be true. For example, women’s
preferences for the type of dominant facial structures described previously are highest
at peak fecundability (Johnston, Hagel, Franklin, Fink, & Grammer, 2001; Penton-
Voak & Perrett, 2000), as are preferences for men’s intrasexually competitive behaviors
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(Gangestad, Simpson, Cousins, Garver-Apgar, & Christensen, 2004). Further, prefer-
ences for such traits are often observed only when female participants judge attract-
iveness as a short-term sexual partner (see Thornhill and Gangestad, 2008, for a
theoretical overview; see Gildersleeve, Haselton, & Fales, 2014, for a recent meta-
analysis). The data suggest a clear picture—women prefer status, resources, and
morphological and social dominance displays in men, both for the direct and indirect
benefits that these traits afford.

A final note on sex differences is that men and women might follow different tactics
to acquire status. In one study, men and women rated the social desirability of many
different dominance acts (Buss, 1981). The main conclusion is that men are more
accepting of egoistic dominant acts such as “Managing to get one’s way” or “Com-
plaining about having to do a favor for someone.” Women were more accepting of
more prosocial, prestigious acts such as “Being active in many community and
campus activities” or “Taking charge of things at the committee meeting.”

THE EVOLUTIONARY PSYCHOLOGY OF LEADERSHIP

The final section focuses on one particular hierarchical position in groups: leadership.
Leaders enjoy considerable prestige in most human societies, and the associated
benefits should make leadership positions particularly attractive (van Vugt, 2006). The
dynamics of leadership are complicated, though, and not all individuals seek out
leadership positions, nor are all leaders afforded similar status. Evolutionary biolo-
gists have had an enduring interest in leadership, and there is a growing literature on
the subject dedicated to unraveling some of these complications (e.g., King, Johnson, &
van Vugt, 2009). Although leadership has been and continues to be a hugely popular
theme in the social sciences, this literature has traditionally not addressed fundamen-
tal questions about leadership, such as why individuals allow leaders to emerge, why
individuals would incur the costs of taking up leadership roles, and so on (Gillet,
Cartwright, & van Vugt, 2011). Following Price and van Vugt (2014), we view the topic
as a reciprocal exchange between leaders and followers where status and prestige
benefits accrue to individual leaders as they successfully coordinate group activities.

SERVICE FOR PRESTIGE

In human societies, leaders are often highly respected, liked, and admired, with
Nelson Mandela and Mohandas Gandhi serving as peak examples. This stands in
stark contrast with the highest-status individual in nonhuman primate groups such as
gorillas and chimpanzees, where dominant males (alphas) appear to be feared and, at
the risk of anthropomorphizing internal states, loathed by lower-ranking individuals
(King et al., 2009; van Vugt, 2006). Also, leaders in human groups cannot monopolize
resources to the same degree as the alpha in nonhuman primates. This raises a critical
question: If human leaders do not dominate access to resources as nonhuman primate
alphas do, but they still invest disproportionate resources into their groups, then why
would they seek out and accept such positions? The service-for-prestige theory
(Price & van Vugt, 2014) contributes to solving this puzzle.

Human leadership is characterized by voluntary, reciprocal arrangements between
leaders and followers (cf. Trivers, 1971). In this reciprocal dynamic, leaders trade their
expertise, skills, education, personal risks, and time in exchange for prestige offered by
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followers. This dynamic works best for followers when power differentials between
leaders and followers are small— thus when leaders have limited opportunities to use
their position to exploit followers. Situations in which power differentials between
leaders and followers are large tend to produce status hierarchies based on dominance
rather than prestige (van Vugt, Hogan, & Kaiser, 2008). Furthermore, giving prestige
benefits to leaders poses a collective action problem among followers as it is cheaper to
profit from leaders’ group contributions while not deferring to them. To the extent that
groups are better at solving this free-rider problem, this will facilitate good leadership.

Several observations support the service-for-prestige idea. First, individuals who
achieve leadership positions in foraging societies often do so via public displays of
expertise (e.g., hunting, political influence). Among Amazonian Shuar, individuals
who are perceived as providing the most valuable service to their social groups
are preferred as group leaders and receive more esteem from others in the group
(Price, 2003). Lab experiments similarly show that participants who demonstrate a
willingness—and ability—to provide benefits to the group receive more status
(Anderson & Kilduff, 2009; Hardy & van Vugt, 2006; Willer, 2009). Finally, the status
benefits associated with taking on leadership roles are often converted into reproduc-
tive success (von Rueden, 2014).

Second, traits valued in leaders in Western societies include intelligence, vision,
persistence, communication skills, persuasion, fairness, and ethical decision making
(Judge, Colbert, & Ilies, 2004). These are also among the leader traits most valued by
followers within traditional societies (Tooby, Cosmides, & Price, 2006; von Rueden,
2014). This suggests that there is cross-cultural consistency in what followers expect
from leaders (Den Hartog, House, Hanges, Ruiz-Quintanilla, & Dorfman, 1999).
Communication and oratory skills facilitate social coordination, higher intelligence
would conceivably relate to better decision making, and fairness would guard against
exploitation of followers (van Vugt et al., 2008).

A third observation in line with service for prestige is based upon considerations of
the costs that leaders can impose upon followers (Padilla, Hogan, & Kaiser, 2007).
As leaders accumulate power over time, their positions in status hierarchies can
transition from prestige based to dominance based as they can start to monopolize
resources. In mutually beneficial reciprocal relationships between partners of rela-
tively equal power, individuals are partially motivated to treat their partners well,
because poor treatment can lead the partner to exit the relationship and devote
resources elsewhere (van Vugt, Jepson, Hart, & de Cremer, 2004). As individuals
become more dependent on leaders for organizing collective action and the distribu-
tion of resources, they become less able to leave the relationship; hence, leaders’
incentives to treat their followers fairly decreases. With increases in group size and
population density, and, perhaps most importantly, decreases in population mobility,
leaders can accumulate power more easily, and leader—follower relationships can
transition toward being dominant and exploitative. This is especially the case when
leveling mechanisms that might rein in power abuses such as criticism, salary caps,
and replacement of leaders are absent (Boehm, 1999; van Vugt & Ahuja, 2011). The
consequences of such shifts in power are underscored by the psychological literature,
which suggests that increases in power decrease empathy (Galinsky, Magee, Inesi, &
Gruenfeld, 2006) and increase abuse (Kipnis, 1972). Furthermore, anecdotal reports
suggest that among the higher-echelon leaders in politics and business, there is a
preponderance of males with dark triad personalities—a combination of Machiavel-
lianism, narcissism, and psychopathy (Babiak & Hare, 2006; A. Ludwig, 2002).
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CONCLUSIONS

By analyzing status from an evolutionary perspective, this chapter attempts to make
various contributions to the literature. First, it distinguishes status from a number of
related constructs that are often used interchangeably in the literature, including
power, dominance, prestige, and leadership. Second, it differentiates conceptually
status hierarchies from decision-making hierarchies. Third, it contributes to a foun-
dation for better understanding status via an adaptationist lens by considering the
origins, functions, development, and psychological mechanisms underlying status
striving in humans, partially by viewing status competitions via a simple game theory
model. In doing so, it highlights distinctions between evolved psychological systems
for signaling status, assessing status, managing status change, and converting status
into reproductive opportunities. Fourth, it highlights the role that hormones, physical
attributes, and emotions can play in aiding individuals to negotiate status hierarchies
more effectively.

Although we have endeavored to cover a wide range of topics on status, this chapter
has also been limited in scope, partially based on outstanding questions that have yet to
be solved. Notably, we have not examined the causes of the variability in status
hierarchies between human societies, and between humans and nonhumans. Yet it
is clear that some societies (and species) are more hierarchical than others. Theorists have
asserted that hierarchies are attenuated when (a) resources are more difficult to
monopolize, (b) sharing resources is essential for survival, (c) individuals can easily
leave groups, and (d) individuals can form coalitions to overthrow a dominant. Further
work should investigate the importance of these leveling mechanisms in the formation
of status hierarchies (Cashdan, 1983; Plavcan, van Schaik, & Kappeler, 1995). Addition-
ally, more work can be done on the game. Our treatment of the Chicken game implied
two different phenotypes. Yet, there is naturally great variability in human personality
(Buss, 2009; Nettle, 2006), which might partially reflect frequency-dependent selection
on dispositions analogous to the two status strategies. Future research could test the
degree to which heritable personality variation relates to behavior in status competitions
(cf. Verweij et al., 2012). Our treatment of female status striving has been limited (see
Campbell, Chapter 27, this volume, for an in-depth treatment of female status). The
literature describing female intrasexual competition is building (e.g., Benenson, 2013;
Campbell, 1999, 2013; Grant & France, 2001; Hess & Hagen, 2006; Pusey, Williams, &
Goodall, 1997), but more work is required to elucidate the effects of intrasexual
competition on losers and winners in female-female contests, and, ultimately, the
fitness benefits that women procure by moving up female-specific status hierarchies.
Other lines of research might further investigate status-striving tendencies throughout
the lifespan of humans, and the different tactics to gain status by older and younger
individuals (Wilson & Daly, 1985). Answering questions such as these can shed light
onto the psychology of human status, and can help us understand questions regarding
the evolutionary foundations of status hierarchy.
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CHAPTER 33

Reputation

PAT BARCLAY

INTRODUCTION

nism’s reputation can affect its social and reproductive success. Humans are not
the only organisms to have reputations: Behavioral ecologists now recognize
that nonhuman animals use a combination of observation and personal experience to
determine who to challenge, avoid, or mate with (e.g.,, McGregor & Peake, 2000).
Humans rely even more on reputation because language allows us to transmit
information to those who do not directly observe events (Smith, 2010). Because of
its ubiquity, reputational factors constitute a major selective force in human evolution.
What consequences has this had for the evolution of human behavior? I will argue
that reputation is at least partly responsible for the high levels of nonkin cooperation
found in humans, and has also affected the evolution of violence. An organism
benefits when others believe that it is willing and capable of conferring benefits and
imposing costs on others. Such an organism will be chosen for cooperative interactions
and be avoided in competition, both of which historically impacted, and perhaps
currently impact, social and reproductive success. This creates competition to be—and
be seen to be—a better partner and tougher competitor than others. I will review some
of the evidence of how reputations have affected the evolution of human cooperation
and conflict. To better understand the impact of reputations on evolution, we need to
first establish what reputation is, why it matters, and what sort of information
organisms will track about others.

| [: VOLUTIONARY SCIENTISTS ARE increasingly coming to the conclusion that an orga-

WHAT IS REPUTATION?

An organism’s reputation in a particular domain is the belief—held by others—that it
possesses a particular trait. Reputation is specific to a trait: Others believe that you do,
or do not, possess that trait. Such traits can be physical (e.g., athletic, strong fighter),
dispositional (e.g., honest, faithful, hard-working, willing to escalate fights), social
(e.g., has powerful allies), or a combination of these. These reputations for various
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traits are distinct and potentially separable: For example, one’s reputation as a
basketball player is different from one’s reputation as a brawler, cooperator, hard
worker, liar, alcoholic, or lover. The same organism could be high on one of these traits
and low on others. There can be overlap between traits—one’s reputation in one trait
may generalize to conceptually related domains, especially when possession of one
trait predicts possession of another. For example, if honesty and cooperative intent are
both caused by the same underlying psychology, then one’s reputation for honesty
will affect others’ beliefs of one’s willingness to cooperate with others. The degree of
generalization should depend on how well one trait predicts another. An overall
“good reputation” implies that most others view a person positively on a number of
relevant traits.

One’s reputation is not absolute or objective: It exists solely in the minds of others.
Each individual must form its own impression of everyone else on various traits, using
a combination of personal experience, observation, physical or behavioral cues, and
information transmitted from others (gossip). These impressions may be accurate or
inaccurate, and impressions may vary from person to person due to misperceptions,
biases, or different interaction histories. For example, my ally may be perceived as
honest by my coalition members, yet other coalitions may perceive him as dishonest—
the other coalitions may be biased, may have misinterpreted his actions, or perhaps
my ally actually is less honest when dealing with rival coalitions.

Thus, in its simplest definition, “reputation” is a simple function of others’ beliefs,
that is, the average belief held by relevant audiences. More complex definitions may
rely on a perception of what others think, that is, a belief about how other people view
someone. This more complex definition limits the study of reputation by restricting it
to species with a Theory of Mind, situations with multiple observers who all have the
opportunity to assess others’ beliefs, and cases where audience members generally
agree. Because of these limits, the simplest definition of reputation is preferable
because it is more general.

WHY DOES REPUTATION EXIST?

It is obviously advantageous to remember what others have done to you: This allows
you to assess their likelihood of doing it again. You can then approach those who are
likely to confer benefits upon you in the future and avoid those who will impose costs.
However, direct interaction carries potential costs such as losing a fight or being
cheated. It pays to predict what others will do before directly interacting with them,
for example, by observing them interact with third parties (Dabelsteen, 2005).
Many studies show that nonhuman animals “eavesdrop” on the interactions or
communications of others in order to gain useful information (McGregor & Peake,
2000). For example, male and female Siamese fighting fish (Betta splendens) assess other
males’ fighting ability by watching them fight, and then approach or avoid them as
appropriate (Doutrelant & McGregor, 2000; McGregor & Peake, 2000; Oliveira,
McGregor, & Latruffe, 1998). Female great tits (Parus major) listen to the outcomes
of male-male interactions and preferentially approach winners to assess them for
extra-pair copulations (Otter et al., 1999; Otter et al., 2001). Sexually experienced
female Japanese quail (Coturnix japonica) avoid males they have seen being too
aggressive (Ophir, Persaud, & Galef, 2005). Reef fish observe the interactions between
cleaner fish and other clients to determine whether to associate with that cleaner
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(Bshary, 2002; Bshary & Grutter, 2006). These are but a few of the examples showing
that nonhumans in taxonomically diverse species can observe others’ interactions—in
competitive or cooperative situations—to glean important information about the costs
and benefits of associating or competing with those others. These examples also show
that observing an encounter changes the subsequent behavior of the observer, which
affects the fitness of the individual being observed.

Humans extend the reliance on observation by incorporating the observations of
others. Because of language, we can hear about others’ past behaviors (via gossip), and
then use that information to assess their ability and willingness to confer benefits or
impose costs on us. Such socially transmitted reputations are often what people mean
by “reputation,” but this is simply an extension of the more general case of predicting
others” behavior based on their interactions with third parties. Hearing about past
behaviors gives listeners access to events they did not directly observe. Most conver-
sations are indeed about social topics (Dunbar, 2006), and of those topics, most
discussion involved exchanging information on the speakers’ or others” behavior and
experiences (Dunbar, Duncan, & Marriott, 1997). The use of language allows reputa-
tion to be even more effective at shaping behavior than direct observation alone
(Dunbar, 2006; Smith, 2010); the ability to spread information will effectively increase
the size of the “audience,” and thus the fitness consequences of behavior (Nowak &
Sigmund, 2005).

There are time, energetic, and cognitive costs associated with attending to others’
interactions (Peake, 2005); learning by observation requires cognitive abilities beyond
the ability to learn from personal reinforcement and punishment. Information may be
transmitted inaccurately, like in the children’s game of “Broken Telephone,” or even
deliberately manipulated by others for their own gain. An organism may behave
differently depending on its partner—X’s interactions with Y are an imperfect cue of
how X will interact with Z (Krasnow, Cosmides, Pedersen, & Tooby, 2012). Never-
theless, as long as the information carries some statistically predictive ability, it can be
beneficial to observe third-party interactions or use socially transmitted information
about others’ past actions, abilities, and general behavioral tendencies.

INFLUENCING ONE’S REPUTATION AND THE
REPUTATIONS OF OTHERS

Given that others are influenced by what they see or what they hear from others, it
pays for an organism to influence how it is viewed by others—to “manage” its
reputation. This does not require the ability to attribute mental states to others (Theory
of Mind); it simply requires the ability to recognize the presence of an audience, and an
evolved or learned decision rule to behave differently when observed.

Individuals in many species alter their behaviors when they are watched by a
relevant observer. For example, male Siamese fighting fish vary their aggressive
displays depending on whether an audience is present and whether the audience is
male or female, male vervet monkeys are more affiliative towards infants when the
infant’s mother is watching, and male budgerigars spend more time courting extra-
pair partners when their primary mate is not watching (all reviewed by Matos &
Schlupp, 2005). Cleaner fish give better cleaning service (e.g., fewer bites) to their
clients when they are observed by another potential client (Bshary & Grutter, 2006),
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especially when the observer is a highly desirable client (Bshary, 2002). These
cleaner fish may even be deceptive, in that they lure in desirable clients by behaving
nicely when observed, only to exploit those desirable clients (Bshary, 2002). Victory
displays occur after winning a fight in species ranging from crickets to frogs, from
songbirds to canids, and may function to broadcast one’s success to audiences
(Bower, 2005). Primates who lose a fight often redirect their aggression towards
lower-ranking group members, which may function to display that they are still
formidable despite losing to a high-ranking individual (Kazim & Aureli, 2005). As
for humans, the effects of observation are so ubiquitous that whole areas of
psychology are dedicated to understanding the effects of observation (e.g., social
facilitation, impression management), and researchers have to be very careful about
how observation may affect the results of their studies (e.g., demand effects, socially
desirable responding).

Although impression management does not require Theory of Mind, a Theory of
Mind adds considerable strategic complexity by allowing an organism to tailor its
impression management according to what an observer knows. Highly social orga-
nisms should have psychological mechanisms for monitoring not only the likelihood
of being observed, but also the characteristics of the potential audience, the value of a
reputation to that audience, how any given act will change how that audience will see
oneself, and how one might even avoid an audience to prevent them from observing
one’s undesirable behaviors (Barclay, 2013).

Reputations often involve an implicit comparison with others: One is seen as
stronger, tougher, nicer, or more cooperative than others. As such, organisms should
also have psychological mechanisms for monitoring their reputation relative to others
and acting accordingly (Barclay, 2013). For example, are one’s competitors seen as
more generous, and if so, should one compete by acting more generously or by
attacking the reputation of the competitors?

Just as it is advantageous to manipulate one’s own reputation, it is also advanta-
geous to manipulate audience perceptions of one’s allies and competitors (Hess &
Hagen, 2006). Gossip is arguably all about influencing the reputations of other people,
making one’s allies seem better than they are and one’s competitors seem worse. We
should predict that people will be most likely to spread information about domains
that are most important in making allies look good and competitors look bad (e.g.,
Buss & Dedden, 1990). Given the potential for its manipulation, people assess the
veracity of gossip using cues such as the number of sources they hear it from and the
vested interests of the person from whom they hear the gossip (Hess & Hagen, 2006;
Sommerfeld, Krambeck, & Milinski, 2008).

TYPES OF REPUTATION

The costs and benefits of social interactions depend on who one is interacting with and
the type of interaction, such as a cooperative versus competitive situation. Some
individuals are highly capable of conferring benefits upon others (e.g., good hunters)
or are more likely to do so (e.g., honest cooperators), whereas other individuals are less
willing and able to confer benefits. Some individuals will continue to confer such
benefits (e.g., faithful partners), whereas others will not. Some individuals are more
capable of imposing costs on others (e.g., good fighters) or are more likely to do so
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(e.g., chronically angry people), whereas others are less willing and able to impose
costs. This is obviously important information to track.

Any organism gains from seeking out situations where it receives benefits from
others. Good cooperators are often worth approaching; bad cooperators are usually
not. Faithful partners will provide benefits for longer than unfaithful or fraudulent
partners. Because others differ in their ability and willingness to confer benefits in both
the short and long term, we should expect organisms to track who is most able,
willing, and available to do so.

Much evidence shows that humans do judge others based on these three qualities:
abilities, tendencies, and availability (reviewed by Barclay, 2013). The value of a
cooperative partner is some function of these three traits. The best cooperative
partners are very able to help, willing to help, and available to do so. The worst
partners are none of those three. Intermediate partners have intermediate levels of
these traits or are high on one but low on others (e.g., able to help but less willing to do
s0). We should then expect organisms to track this information, and to approach and
preferentially help partners who have a reputation for being able to help, willing to
help, and available as a cooperative partner. This does not require conscious tracking
of these traits or any awareness that they affect one’s partner preferences, just as
people do not consciously track the MHC genotypes of their romantic partners (e.g.,
Alvergne & Lummaa, 2009). Instead, our proximate psychological mechanisms (e.g.,
emotions) do this tracking for us.

Organisms should also avoid situations where others will impose costs that
outweigh the benefits. For example, conflict over resources can be worthwhile if
one will win the competition, but is usually not worthwhile if one will lose. Courting
the spouse of a powerful individual carries high risks, whereas there are fewer costs
associated with courting the spouse of a weaker individual or someone who is absent
and unable to retaliate. Because others differ in their ability and willingness to impose
costs, we should expect organisms to track who is most able, willing, and available to
impose costs, and avoid conflict with those who score high on those traits (Daly &
Wilson, 1988; Sell, Tooby, & Cosmides, 2009).

This chapter focuses on a reputation for cooperation (conferring benefits), and to a
certain extent, a reputation for aggression (imposing costs). There are specific exam-
ples of these that are beyond the scope of the chapter; for example, people carry
reputations for commitment and fidelity to their mates or allies. Ultimately, these are
specific instantiations of the more general principles of benefit conferral and cost
imposition; in this case, a mate’s reputation for infidelity indicates there are fewer
long-term benefits of associating with him or her. Many of the same principles
underlie partner choice for mating and partner choice for other social relationships
(Barclay, 2013). As such, many principles that apply to reputations in one domain will
also apply to reputations in other domains.

REPUTATION FOR COOPERATION

Humans rely heavily on each other’s cooperation for survival and social success, so it
is unsurprising that we track others’ reputation for cooperation. This can come in at
least three forms: indirect reciprocity, signals of the ability to confer benefits, and
signals of willingness to confer benefits. We discuss each of these in turn.
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INDIRECT RECIPROCITY

Axelrod’s (1984) seminal computer simulations of the evolution of cooperation in the
Prisoner’s Dilemma game, and the success of conditional cooperators like the Tit for
Tat strategy, is an example of direct reciprocity: Individuals help those who have helped
them in the past, or likely will in the future. A conditional cooperator helps those who
help, thus reaping the long-term rewards of mutual cooperation, but refuses to be
suckered for long by noncooperators. Years of mathematical models and computer
simulations show that most successful strategies involve some conditional willingness
to reciprocate help, and much evidence shows that people are more likely to help those
who have previously helped them.

Humans go beyond direct reciprocity by also helping others who have not
personally helped them, or who will not have an opportunity to reciprocate. Helpful
acts may be reciprocated not just by the recipient, but by others who observe it or hear
about it; this is known as indirect reciprocity (Alexander, 1987; reviewed by Nowak &
Sigmund, 2005). Indirect reciprocity works when those who help gain a good
reputation and are thus more likely to be helped by observers. Those who refuse
to help get a bad reputation and are more likely to be refused help.

Wedekind and Milinski (2000) gave participants the chance to donate to others and
have these donations (or lack thereof) be made public to others. Participants were
more likely to give to people who had given to others in the past, even though the
design ensured that no one would have the opportunity to reciprocate a donation
directly. Subsequent experiments have also shown that people give more to generous
people (Milinski, Semmann, Bakker, & Krambeck, 2001; Seinen & Schram, 2006;
Semmann, Krambeck, & Milinski, 2004; Wedekind & Braithwaite, 2002). People
base their giving on a combination of personal experience and social information
about others (Roberts, 2008; Sommerfeld, Krambeck, Semmann, & Milinski, 2007); the
more positive things we hear about someone, the more likely we are to give to that
person (Sommerfeld et al., 2008). Field research suggests that people gossip about the
cooperation of others and that this has “real economic consequences” (Fessler, 2002;
Kniffin & Wilson, 2005). For example, hunters who share meat are more likely to
receive meat from group members (Gurven, Allen-Arave, Hill, & Hurtado, 2000),
though this could also be because group members have a vested interest in the well-
being of food providers (Barclay & van Vugt, 2015).

Given that people pay attention to others’ cooperativeness, it pays to be more
cooperative when others are watching. Much research shows that the presence of
observers increases “good behavior” in many domains, including donations in
monetary games within laboratories (e.g., Barclay, 2004; Hardy & van Vugt, 2006;
Hoffman, McCabe, Schachat, & Smith, 1994; Milinski, Semmann, & Krambeck, 2002;
Rege & Telle, 2004), willingness to volunteer (Bereczkei, Birkas, & Kerekes, 2007),
contributions towards educating others about climate change (Milinski, Semmann,
Krambeck, & Marotzke, 2006), voter turnout (Gerber, Green, & Larimer, 2008), and
simulated tax donations (Coricelli, Joffily, Montmarquette, & Villeval, 2010). People
are also more likely to cooperate if others might gossip about them (Feinberg, Willer, &
Schultz, 2014; Piazza & Bering, 2008). This effect of observation can be harnessed to
promote cooperation in many situations, including contributions to public goods
(Milinski, Semmann, & Krambeck, 2002; Panchanathan & Boyd, 2004), responsible
consumerism (Barclay, 2012; Griskevicius, Cantd, & van Vugt, 2012), and the fight
against climate change (Milinski et al., 2006). Increased giving under observation is
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sometimes strategic (Barclay & Willer, 2007; Semmann et al., 2004), but it is also possible
that cooperative emotions like empathy and guilt are experienced more strongly in the
presence of observation. This latter possibility requires future investigation.

There are different types of indirect reciprocity that differ in what constitutes a
“good” (or “bad”) act that is worthy (or unworthy) of reciprocation (reviewed by
Nowak & Sigmund, 2005). In some models, helping anyone is seen as good and
increases one’s reputation (“image scoring”). In other models (“standing strategies”),
helping a defector does not increase one’s reputation, and it may even be seen as “bad”
to help someone who is “unworthy” of help. “Image scoring” is less likely to be
evolutionarily stable than variants of “standing strategies,” because in the former it
would not pay to discriminate against defectors (Ohtsuki & Iwasa, 2004, 2006, 2007).
However, current experimental evidence suggests that people use image scoring
rather than standing strategies (Milinski et al., 2001). This may be because it is difficult
to tell whether a defection against a defector is truly “justified” (see also Barclay, 2006),
and whether such defection represents moralistic discrimination or a cheap excuse to
cheat someone—a topic for future work.

SIGNALS OF ABILITY TO CONFER BENEFITS

Some acts are difficult to perform, and can be done best by those with special abilities.
For example, it takes strength and agility to leap from a moving boat to catch a 150-
kilogram green sea turtle; uncoordinated individuals would be less likely to catch
turtles. Billionaires can give away sums of money that would bankrupt normal people.
Good swimmers can dive into raging rivers to save drowning babies, whereas bad
swimmers might drown. Because these acts are easier or less costly for some people to
perform, they carry information about the performer: The ability to share turtle meat at
feasts is a credible signal of the hunter’s strength and agility (Smith & Bliege Bird,
2000), Bill Gates’s billion-dollar donations are a credible signal of his vast wealth, and
diving into a river to save a baby is a credible signal of swimming ability. Such acts
thus convey information about an individual’s agility, strength, wealth, and other
such qualities, all of which are desirable in social partners because they indicate an
ability to confer benefits on others.

These are all examples of costly signaling theory (Grafen, 1990; Zahavi, 1977),
where the cost of a signal is used to maintain signal honesty. It would be beneficial for
anyone to appear strong, agile, and wealthy, but the fitness costs of some acts are not
worth it for someone who does not actually possess the necessary qualities (Gintis,
Smith, & Bowles, 2001; Searcy & Nowicki, 2005). For example, even if I managed to
borrow 1 billion dollars to give to charity, the cost of bankruptcy would far outweigh
any reputational benefits to me. Such a donation would be worth it for Bill Gates,
because for him the cost is trivial. Similar arguments hold for the other examples: The
anticipated hunting success (and subsequent reputation) is worth the time and risk for
a good hunter but not a bad hunter, and a reputation as a baby-saving hero is worth
the drowning risk only for someone who is unlikely to drown. Thus, the cost (or
potential cost; Getty, 2006) deters those who do not possess the necessary qualities, so
they can be used as honest signals of one’s qualities. Audiences benefit from attending
to those signals and gaining useful information. Again, this does not imply that people
consciously assess the costs and benefits or consciously track them in others; our
emotions (e.g., fear, bravado, empathy) do this for us.
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Costly signaling theory has been used to explain many types of extravagant
helping, including lavish sharing at feasts (Boone, 1998), large-scale philanthropy
(Harbaugh, 1998), big-game hunting (Hawkes & Bliege Bird, 2002; Smith & Bliege
Bird, 2000), and blood donations (Lyle, Smith, & Sullivan, 2009). These all require
wealth, political connections, physical abilities, or health, which are all related to the
actor’s ability to confer benefits on others. There may be direct reproductive advan-
tages for such behavior: For example, good hunters have more children than poor
hunters (Smith, 2004), including more children with other men’s wives (Hill & Kaplan,
1988). Of course, the benefits of such signaling need not be in terms of mate
attraction—those who possess such abilities may be chosen more often as allies or
avoided more often as competitors (Smith & Bliege Bird, 2000).

The above examples all involve conspicuous generosity as a signal of resources or
abilities, but obviously, many signals do not involve generosity. Conspicuous con-
sumption and conspicuous leisure have been seen as signals of wealth for over 100
years (Veblen, 1899/1994). Physical abilities could be signaled via athletic displays
and sporting wins; intellectual abilities could be signaled via wit, vocabulary, or
problem solving; and so on (Barclay, 2013). In fact, signaling via nongenerous means is
arguably more common than signaling via generosity. Signaling via generosity may
also carry information about one’s character, which is beneficial, but there may be a
risk of “diluting the signal” by signaling more than one trait in a single act. Future
research should investigate when people will signal their traits via generosity,
and whether this is as effective as using nongenerous means like conspicuous
consumption.

SIGNALS OF WILLINGNESS TO CONFER BENEFITS

If someone has helped you in the past, it suggests that they are more likely to help in
the future as well (André, 2010). This generalizes beyond established pairs: People
who are cooperative within one group tend to be cooperative within other groups also
(Kurzban & Houser, 2005). This is the basis of stable personality traits like agreeable-
ness: Niceness generalizes across situations. Someone who creates a reputation for
helping others is essentially broadcasting a willingness to confer benefits on others.
Similarly, someone with a reputation for commitment has succeeded in broadcasting
his or her willingness to provide benefits to partners (McNamara & Houston, 2002).

What maintains the honesty of such signals? The previous section described how
signals of abilities are kept honest by the high potential cost of extravagant generosity
(Gintis et al., 2001). By contrast, many signals of willingness to help do not appear very
costly and could seemingly be done by anyone. It does not require wealth or athletic
ability to spend time with someone, groom a person, or volunteer in a soup kitchen.
Such acts cost the same time for anyone. In these cases, honesty is maintained not by
differential costs, but by differential benefits: It would not be worth it to cooperate at
time A if one intended to cheat at time B and lose out on future cooperative interactions
(André, 2010; Bolle, 2001; Ohtsubo & Watanabe, 2009; Smith & Bliege Bird, 2005).
Signals will be honest as long as the cost of public helping is (a) greater than the
immediate benefits of “suckering” someone and also (b) less than the long-term
benefits of mutual cooperation. The former condition makes cheaters not bother trying
to appear cooperative, whereas the latter condition makes it pay off for long-term
cooperators to broadcast their willingness to help. Thus, honesty is maintained by
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differential long-term benefits accrued to cheaters and cooperators, not differential
costs (Barclay & Reeve, 2012; Grafen, 1990).

Not surprisingly, people treat public helping as though it carries information about
the helper’s future trustworthiness. People entrust more money to those who have
given money to a charity or public good (Albert, Giith, Kirchler, & Maciejovsky, 2007;
Barclay, 2004, 2006; Keser, 2003), preferentially associate with those who have given to
others (Barclay & Willer, 2007; Feinberg et al., 2014), and prefer generous people to
neutral controls for romantic relationships (Barclay, 2010). This adds up to substantial
benefits for those with a good reputation. In business, online reputation systems are
prevalent in places like eBay, Amazon, and TripAdvisor; these are designed so that
sellers can acquire a good reputation, and this can directly benefit honest companies
(Frank, 2004). Cooperative reputations are so valuable that they are worth maintaining
in order to sell a reputable business (Pfeiffer, Tran, Krumme, & Rand, 2012), or
possibly to pass along to offspring.

PusLic HELPING: INDIRECT RECIPROCITY OR COSTLY SIGNAL OF COOPERATIVE INTENT?

There are many overlapping predictions if we view helping behavior as indirect
reciprocity versus as a costly signal of cooperative intent. For example, both theories
predict that organisms will be more cooperative while observed, be concerned about
their reputation, attempt to enhance their reputation, and so on. In fact, these two
theories may not even be separate: Reciprocation itself could be seen as a signal of
future willingness to help (André, 2010). Indirect reciprocity may simply be the
outcome of organisms attempting to assess the probability that another organism
will cooperate in the future, combined with their tendency to signal their own
willingness to cooperate. A similar argument has been made about moral judgment:
When people judge the morality of acts, perhaps what they are really assessing is the
probability that the actor is a good person and future cooperator (Pizarro, Tannen-
baum, & Uhlmann, 2012; Tannenbaum, Uhlmann, & Diermeier, 2011).

Some evolutionary psychologists (e.g., McCullough, Kurzban, & Tabak, 2013; Sell
et al.,, 2009) argue that we observe others” actions in order to assess their “welfare
trade-off ratio” (WTR) towards us—that is, how much they value our welfare relative
to their own. Some acts imply a high WTR (i.e., actor values our welfare), some imply
low WTR (i.e., actor does not value us), and some even imply a negative WIR (i.e.,
actor values our demise). What currently appears to be indirect reciprocity could
simply be people attempting to assess the welfare trade-off ratio of others and then
initiate or maintain positive relationships with those who appear likely to cooperate in
the future. Future theoreticians and empiricists should test whether indirect reciproc-
ity is simply the outcome of this same process, with different acts having different
predictive ability of one’s future cooperation.

CoMPETITIVE HELPING

Individuals differ in their ability and willingness to confer benefits on social partners
like allies, friends, and mates. Whenever organisms can choose whom to interact with,
this creates a market-like competition over the “best” partners (Noé & Hammerstein,
1994, 1995). The best way to attract a good partner is to be a good partner, so each
organism gains from appearing more able or more willing to confer benefits on its
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partners. Much social competition is about demonstrating abilities (e.g., sports), but
one can also compete using generosity: There is a market-based incentive to compete
to be more generous than others in order to attract more social partners and / or higher-
quality partners. This process of “competitive altruism” or “competitive helping”
consists of not just appearing nice, but appearing nicer than one’s competitors (Barclay,
2004, 2011, 2013; Barclay & Willer, 2007; Roberts, 1998; van Vugt, Roberts, & Hardy,
2007).

Competing over social partners is similar to competing over mates, and many of the
same principles apply to both (Barclay, 2013). In fact, sexual selection is just a specific
instantiation of social selection, which is when one’s fitness depends on the actions and
choices of others (West-Eberhard, 1979, 1983). In this particular case, individuals
compete over nonromantic relationships just as they do over romantic relationships.
This competition over social partners can lead to a “runaway” process towards higher
levels of generosity (McNamara, Barta, Frohmage, & Houston, 2008; Nesse, 2007), up
to the point where the marginal benefits of attracting additional partners is out-
weighed by the marginal costs spent to attract them (Barclay, 2011, 2013).

Experimental evidence shows that people actively escalate their generosity when it
can affect others’ choice of partners. For example, people give more money in
laboratory experiments when observed by others (e.g., Hardy & van Vugt, 2006;
Rege & Telle, 2004), but they give the most when those observers can choose whom to
interact with in the future (Barclay, 2004; Barclay & Willer, 2007; Sylwester & Roberts,
2010). These latter findings show that people are not only trying to appear nice, but are
actively trying to appear nicer than competitors. People will also compete to give more
to environmental charities when it will affect observers’ choice of partners, and this
effect is above and beyond the effect of simply being observed (Barclay & Barker, in
preparation).

Additionally, other research shows that generous people are accorded higher
status, both in laboratory tasks (Hardy & van Vugt, 2006; Willer, 2009) and in
anthropological studies (Price, 2003). Extravagant helping may be a way to compete
over mates and social partners: Anthropological examples such as big-game hunting,
large-scale philanthropy, and hosting large feasts have all been interpreted as
competition to be more generous than others (Barclay, 2013; Boone, 1998; Harbaugh,
1998; Hawkes & Bliege Bird, 2002; Smith & Bliege Bird, 2000).

REPUTATION FOR AGGRESSION

Humans excel at nonkin cooperation but also use aggression. Fatal and nonfatal
conflict is endemic in nonstate societies, with many men dying violently at the hands
of other men (Chagnon, 1997; Daly & Wilson, 1988; Pinker, 2011; Puts, 2010). Given the
prevalence and costs of violence, it obviously pays to know whom to avoid challeng-
ing. We should thus expect that organisms will track others’ reputations for
aggression.

ABILITY AND WILLINGNESS TO INFLICT COSTS

How does an organism know who is worth challenging and who is best avoided? If an
individual is highly willing and able to inflict costs on others, then it is dangerous to
challenge him or her. Organisms can assess this from personal experience, valid cues
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like physical size or behavioral displays (Sell et al., 2009), observations about others’
willingness to engage in conflict or risk-taking in general (Fessler, Tiokhin, Holbrook,
Gervais, & Snyder, 2014; Johnstone & Bshary, 2004), observations of the outcomes of
others’ fights (McGregor & Peake, 2000), or indirectly hearing about any of the above,
that is, transmitted reputation.

In their seminal book on human aggression, Homicide, Martin Daly and Margo
Wilson (1988) summarize the importance of a formidable reputation in many environ-
ments, that is, a reputation for being willing and able to inflict costs on others in
response to affronts. A complete summary of their evidence is beyond the scope of this
chapter, but it is worth requoting their oft-quoted words:

Men are known by their fellows as “the sort who can be pushed around” or “the sort who
won't take any shit,” as people whose word means action and people who are full of hot
air, as guys whose girlfriends you can chat up with impunity or guys you don’t want to
mess with. (Daly & Wilson, 1988, p. 128)

Exactly what information is assessed and passed on about others” ability to inflict
costs? Physical abilities, intellectual abilities, and political connections can all be used
to help or hurt someone. In the previous section, “Ability to Confer Benefits,”
I discussed a number of traits that could be used to infer others” ability to confer
benefits on partners. Many or most of those traits would also apply to one’s ability to
inflict costs—the same reputation is useful for both attracting allies and deterring
competitors. For example, sporting ability can signal one’s ability to physically
confer benefits or physically impose costs. Future work should determine the
relative importance of these two abilities—benefit conferral and cost imposi-
tion—for people’s reputations, in order to determine when and why audiences
attend to certain signals.

Some displays may be designed to enhance or repair one’s reputation for formida-
bility. Many animals perform victory displays after winning a fight, which can
broadcast their success—and corresponding formidability—to others who may not
have observed the victory (Bower, 2005); this display function has also been suggested
for the postures of human athletes after a triumph (Matsumoto & Hwang, 2012). Many
primates show redirected aggression, where the loser of a fight aggresses against
someone else even lower in the hierarchy, which could potentially function to deter
challenges from others by signaling the loser’s residual formidability (Kazim & Aureli,
2005). Even the willingness to fight itself could signal one’s formidability, because
fighting is less costly for more formidable individuals, such that they will engage in it
more readily (Benard, 2013; Johnstone & Bshary, 2004).

People’s aggression is certainly affected by opportunities for reputation (reviewed
by Benard, 2013; Daly & Wilson, 1988; Felson, 1978; Frank, 1988). For example, men
are more likely to violently retaliate against transgressions if there is an audience than
when there is no audience (reviewed by Felson, 1978). This should be unsurprising to
anyone who has observed a physical fight in school, in a bar, or elsewhere. Laboratory
experiments confirm that opportunities for reputation cause people to challenge
others more often over resources in an attempt to convey high competitive ability
(Benard, 2013). Furthermore, much research shows that people are more likely to back
down from aggressive confrontations if they can do so without “losing face,” that is,
without gaining a reputation for cowardice (reviewed by Daly & Wilson, 1988; Felson,
1978). In laboratory experiments, status motives make men more likely to engage in
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face-to-face confrontations, and make women more likely to engage in indirect
aggression (Griskevicius et al., 2009). Reputation is also involved in bargaining,
with people attempting to establish a reputation as a “tough bargainer” in order
to receive better bargains in the future, even if it means engaging in irrational behavior
in the present (DeClerck, Kiyonari, & Boone, 2009; Frank, 1988; Nowak, Page, &
Sigmund, 2000; Yamagishi et al., 2009).

A reputation for toughness may seem at odds with a reputation for cooperation: If
people value cooperation, wouldn't they avoid highly aggressive individuals? These
two qualities—conferring benefits on others versus imposing costs—have different
values in different environments. In environments characterized by social exchange
and with central authorities to limit interpersonal conflict, the former will be more
important for social success. In environments with intense competition over limited
resources, the latter will be more important. When people form alliances to aggres-
sively compete with other alliances, then both are important. Ultimately, the best
partners are those who are highly able to confer benefits and impose costs, and are
highly willing to selectively confer benefits upon oneself and impose costs on one’s
rivals.

HARNESSING THE POWER OF REPUTATION

Given that people are so concerned about reputations, we can use this knowledge to
promote prosocial behaviors and decrease antisocial behaviors (Barclay, 2012). For
example, people who are made to think about status and good reputation tend to
make more benevolent decisions (Griskevicius et al,, 2007) and purchase more
environmentally friendly products (Griskevicius, Tybur, & van den Bergh, 2010).
People do more to preserve the environment when observed than when anonymous
(Milinski et al., 2006), and will even compete to give more to environmental causes
(Barclay & Barker, in preparation). After being told about others” high cooperation,
people are more likely to give to fundraisers (Shang & Croson, 2006), cut energy use
(Allcott, 2011), and reuse hotel towels (Goldstein, Griskevicius, & Cialdini, 2007).
Under some circumstances, it could even be useful to limit reputational opportunities,
for example, to reduce aggressive retaliations and escalations of conflict.

Even false cues of reputation can be effective at changing behavior. Observation is
one component of reputation, and photographs of eyes (a false cue of observation)
have been shown to trigger higher monetary donations in laboratory games
(Burnham & Hare, 2007; Haley & Fessler, 2005; Mifune, Hashimoto, & Yamagishi,
2010), more payment for coffee on an “honor system” (Bateson, Nettle, & Roberts,
2006), more cleaning of litter (Ernest-Jones, Nettle, & Bateson, 2011; Francey &
Bergmuller, 2012), higher charitable donations in supermarkets (Ekstrém, 2011), and
lower bike thefts (Nettle, Nott, & Bateson, 2012). However, the effects of such false
cues may be transient: People quickly habituate to images of eyes (Sparks & Barclay,
2013) and eventually come to ignore verbal punishment that is not followed by
tangible consequences (Sparks & Barclay, in preparation). Would-be social engi-
neers would be unwise to rely forever on false cues of reputation, unless those cues
are at least occasionally followed by real opportunities for reputational costs and
benefits.

Despite the benefits of harnessing reputation, there are several risks associated with
doing so. Barclay (2012) identified the following limitations and unknowns, in
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increasing order of importance: (1) reputational benefits must outweigh the costs of
helping; (2) reputational cues must be stronger than other situational factors; (3)
people may habituate to noninformative cues of reputation; (4) not everyone values
reputation; (5) reputation only pays off in the long term; (6) extrinsic incentives may
“crowd out” intrinsic motivations; (7) reputation can promote negative behaviors like
aggression; (8) reputations can be manipulated; and (9) publicly identifying reputa-
tional incentives may reduce the benefits to cooperators and thus undermine cooper-
ation. It is important to understand and overcome these limitations before relying on
untested means of harnessing reputation.

FUTURE DIRECTIONS: TOWARD A MORE COMPREHENSIVE
SCIENCE OF REPUTATION

Evolutionary researchers have learned much about the power of reputation and how it
has affected the evolution of cooperation and conflict. Despite these advances, there
are currently many unknowns about the evolution and dynamics of reputation. The
following are some future directions that warrant investigation.

Broader roles of reputation: To what extent does reputation underlie other phe-
nomena? For example, in his classic book Passions Within Reason, Robert Frank (1988)
ultimately relies on reputation as the reason why emotions are hard-to-fake signals of
future intent. Ohtsubo and Watanabe (2009) argue that the costs of apologies make
them effective as signals of cooperative intent. Other researchers rely on reputation
when they argue that religious rituals serve as a costly signal of cooperative intent
towards fellow believers (Sosis, 2004). Similarly, could xenophobia be a signal to
ingroup members that one is committed to cooperate with (and only with) other
ingroup members, with the honesty of the signal maintained by the opportunity costs
of foregone partnerships with outgroup members? Are moral judgments a way of
advertising one’s beliefs—and thus future behavior—to audience members? What
other phenomena might ultimately rely on reputation?

Proximate mechanisms: What proximate psychological mechanisms have been
selected for as a result of past reputational consequences? To what extent has this
resulted in a genuine concern for others (e.g., see Barclay, 2013) versus simply a
conscious concern for reputation? Are reputational effects caused by an increase in the
causal emotions themselves; for example, does genuine empathy (cooperation) or
anger (aggression) increase in response to the presence of an audience?

Interactions between different reputations: How do different types of reputation
interact, such as a reputation for conferring benefits versus imposing costs, or a
reputation for ability versus willingness to confer benefits? How and why does a
reputation for one trait affect one’s reputation for other traits? If one act signals
multiple traits, is there a risk of “diluting” the signal across too many domains? What
is the optimal balance between an able partner versus a willing partner, or a partner
who both confers benefits and imposes costs, and how does this affect what informa-
tion people track and transmit about others?

Getting into specifics: What traits are signaled by what acts? How useful are different
acts at conveying information about the actor, and how much do audiences rely on
them? Is this information passively conveyed as a by-product of the actor’s normal
actions (“cues”), or is the information actively transmitted and exaggerated by an actor
that has evolved to perform that action for its information value (“signals”)?
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Information value of different actions: What affects the honesty of the signals that affect
one’s reputation? For example, exactly why does cooperation at time A predict
cooperation at time B—that is, why do stable individual differences exist? If the
honesty of signals is maintained by costs, then what types of costs are involved (e.g.,
performance costs vs. opportunity costs, Barclay & Reeve, 2012). There is much
theoretical work on costly signals of stable traits like genetic quality, but much less
done on signals of intent or future behavior.

Novel environments, plasticity, and the importance of reputation: How does reputa-
tion in today’s world differ from reputation in ancestral environments? What
effect does this have? For example, given that most of us no longer live in small,
tight-knit societies where everyone knows everyone’s business, does this diminish
the importance of reputation? To what extent can people adjust to the changing
role of reputation, or are our evolved reputation-based emotions no longer as
adaptive as they once might have been (Barclay & van Vugt, 2015)? Will the
Internet compensate for this? Which false cues of reputation will people readily
habituate to (e.g., photos of eyes; Sparks & Barclay, 2013), and which will continue
to have an effect?

Novel environments, plasticity, and evolved cues of underlying traits: Are some cues less
informative in modern environments than in ancestral environments, and how do
people react to those? For example, politicians” emotional rhetoric is arguably a less
reliable signal of their cooperative intent than would be the case in a small, reputation-
based band, yet people still seem to treat it as a valid cue. To what extent will people
continue to rely on ancestral cues versus show adaptive plasticity in which cues they
rely on?

Dealing with new actions, cues, and signals: How does a given act initially come to
signal a given trait, such that people then track those acts in others’ reputations
(Panchanathan & Boyd, 2004)? For example, how could an act like protecting the
environment come to signal good character or to be valued within a system of indirect
reciprocity (Barclay, 2012)? Does this require a preexisting correlation between
character traits and a given act (e.g., nice people just happen to support the environ-
ment), which audiences pick up on, and which is then later exaggerated by the actors
as an active signal?

Audience skepticism: Given that people tend to behave differently when observed,
how does this affect the information that can be inferred from someone’s public
actions? To what extent do audiences change their impressions of someone’s actions
depending on the number and nature of other audience members; for example, how
skeptical should one be of public generosity relative to private generosity? What
happens when people become aware of the reputational consequences of various
actions? For example, will people trust cooperators less if they know that coopera-
tors can benefit from their actions (Barclay, 2012)? If so, this leads to a recursive
problem, because it would affect the level of cooperation that would be displayed,
which then affects skepticism, and so on, in a feedback cycle. How can we resolve
this?

These are just a few of the questions that remain when attempting to understand
reputation. The science of reputation is just getting started, so we should look forward
to more theoretical and empirical investigations of these questions. Eventually we
should hope to see predictions that are much more nuanced than “people will be nicer
when observed,” and be able to quantify exactly how much nicer, when, in what
situations, to whom, and exactly how audiences will respond.
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CONCLUSIONS

Reputations are an important part of the lives of many social organisms. Humans’
ability to transmit information verbally has increased the importance of reputation
because it gives individuals access to information they did not directly observe. Each
individual’s reputation affects how others act towards it, such that reputations have
real fitness consequences. An organism benefits from being seen as more effective at
conferring benefits on allies and imposing costs on competitors. This selects for higher
levels of cooperation, but also higher levels of aggression—and manipulation of the
appearance of both—as organisms compete to have a better reputation than others.
This can occur in any organism, but is particularly relevant in humans because
language makes reputations much more important for us than for other species.
As a result of such past selective pressures, humans most likely have psychological
adaptations specifically for tracking the reputations of others, monitoring their own
reputations, adjusting their behavior according to the reputational consequences, and
manipulating information to make themselves look better and rivals look worse. By
understanding the role of reputation in our daily lives and its role in the evolution of
human behavior, we can be more effective at harnessing its power to promote positive
change.
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CHAPTER 34

The Evolution and
Ontogeny of Ritual

CRISTINE H. LEGARE and RACHEL E. WATSON-JONES

Whitehouse, 2000, 2004). The ethnographic record is rife with evidence for

exotic and seemingly unusual ritual behavior (Humphrey & Laidlaw, 1994;
Whitehouse, 1995). Consider the ritual cycle of pig slaughter of the Tsembaga of New
Guinea, as described by Rappaport (1967, 1984). The Tsembaga ritual cycle centers
around periodic warfare between groups who compete over resources and retaliate
over transgressions. The timing of warfare is closely related to the size and spread of
pig herds. Alliances with other neighboring groups, usually through extended kin
networks, are formed to aid in battle. There are a number of rituals performed prior to
the beginning of the warfare to inform the ancestors of the intention to fight. If an
amicable agreement cannot be reached through negotiations and tensions escalate,
“fighting stones” are hung, indicating that debts will be repaid to ancestors and allies
who will be compensated for their assistance in the fight. Hanging the stones also
indicates that a number of taboos must be followed throughout the period of warfare.
For example, taboos against eating particular kinds of animals and plants take effect
and group members are no longer permitted to engage with members of the enemy
group (even looking at the enemy is prohibited).

Pig slaughter is a key feature of the ritual cycle. Pigs are highly valuable and are
never slaughtered outside of ritual contexts. At the beginning of the ritual cycle, two
pigs are killed as offerings to the ancestors and are cooked overnight. On the morning
of the battle, the warriors consume one of the pigs, and taboos against engaging in
social and sexual intercourse with women take effect. Men cover their bodies with the
ash from the fire to encourage the spirits to “come into their heads where they burn,
informants say, like fires, imbuing [the warriors] with strength, anger, and the desire
for revenge” (Rappaport, 1984, p. 134). The black ash also masks their faces, resulting
in anonymity on the battlefield. Fighting may continue for weeks or months, but it is
often interrupted by various ritual performances and mounting casualties.

Fighting typically ends through a truce between the warring groups. If a truce is
reached, both groups return to their region and plant a rumbim (a local bush) and
slaughter more pigs to offer to the ancestors for their assistance in the fight. After

RITUALS ARE UNIVERSAL features of human behavior (Boyer & Liénard, 2006;
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removing the ash from their bodies, all of the men place their hand upon the rumbim
before it is planted in the ground. This action solidifies each individual’s connection to
the group and the communal land. The truce period denotes a time of repayments of
debts to ancestors and allies who helped during the war, and many of the taboos
remain in effect. The truce period typically remains in effect (and the rumbim remains
in the ground) until there are enough pigs to sacrifice for the pig festival (kaiko). When
there are sufficient pigs for the festival, the rumbim is uprooted and taboos are lifted.
During the approximately yearlong pig festival, the Tsembaga host and give gifts to
ally groups. During these visits, the men dance together in mass dances that last all
night. The number of men from ally groups who come to dance indicates the amount
of support the Tsembaga can anticipate in future fighting efforts. At the conclusion of
the pig festival, the majority of the group’s pigs are slaughtered and some of the meat
is offered to ally groups through a fence that is ceremonially torn down at the
conclusion of the kaiko. If a truce is not reached, and one of the groups is conquered
and their land appropriated, the survivors take up residence with neighboring ally
groups (in which case, particular rituals are enacted to secure their membership in the
new group).

What function, if any, do rituals like these serve in human social groups? “The
problem of ritual is the familiar ‘rationality problem’ in a new guise—old wine in a
new bottle” (Sax, 2010, p. 4). Ritual is often interpreted in both popular scientific
discourse and in ritual studies as action that is ineffective, irrational, or purely
conventional. Rituals often represent sacred beliefs, express inner states of feeling
and emotion, symbolize theological ideas or social relations, and invoke psycho-
physical states (Csordas, 2002; Ruffle & Sosis, 2003; Sax, Quack, & Weinhold, 2010;
Shore, 1996). Yet ritual serves important social functions in human culture.

Rituals are socially stipulated group conventions that are opaque from the per-
spective of physical causality (Legare & Souza, 2012). Rituals are the result of “a
positive act of acquiescence in a socially stipulated order,” and thus are not the
product of individual innovation. “The peculiar fascination of ritual lies in the fact that
here, as in few other human activities, the actors both are, and are not, the author of
their acts” (Humphrey & Laidlaw, 1994, p. 5). Even when rituals are explained in the
context of a certain belief (e.g., engaging in a ritual action will result in a desired
outcome), there is often not an expectation of a direct causal connection between the
ritual actions and outcomes (Schoejdt et al., 2013). Because humans are expert
intention-readers, seeing someone engage in a detailed course of (ritual) actions gives
the impression that features of the action sequence (i.e., repetition, number of steps,
time specificity) have the potential to produce the intended outcome, even if the
underlying mechanism responsible for the outcome is imperceptible, supernatural, or
simply unknowable (Legare & Souza, 2012, 2014).

The recurrent features of ritual have been difficult to define due to the complexity
and diversity of ritual forms (Rappaport, 1999). Thus, the diversity of ritual across the
globe has made it difficult to establish robust generalizations about the causes and
effects of features of rituals on social cognition and behavior. The historical separation
between the disciplines of psychology and anthropology has also resulted in ritual
becoming the exclusive domain of anthropology (Bruner, 1996). Because ritual has
been primarily studied from an anthropological lens, until recently, rituals have also
been studied with almost exclusively qualitative methods. While this has provided
substantial insight into the diversity of ritual forms, using only qualitative methods
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has limited the establishment of strong causal inferences about the impact of ritual on
human cognition and behavior (Rossano, 2012).

New experimental research on the social function of ritual provides fresh insight
into the relationship between ritual and the evolution and ontogeny of social group
cognition. Over the course of human history, the ratio of kin to nonkin has increased.
With this increase in nonkin within social groups, rituals have allowed groups to
remain cohesive, while reducing the need for physical and social intimacy and
proximity. We argue that although the capacity to engage in ritual is psychologically
prepared, rituals are a culturally inherited, behavioral trademark of our species. The
structures and functions of rituals have been selected for and transmitted through a
process of cultural evolution.

The first objective of this chapter is to describe the social functions of ritual within
human groups. We propose that ritual aids in solving the adaptive problems
associated with group living by: identifying group members, ensuring their commit-
ment to the group, facilitating cooperation with coalitions, and maintaining group
cohesion. Findings from a variety of social scientific disciples provide evidence that
rituals facilitate coordinated and cooperative group action, one of the greatest
challenges of group living. We also provide a psychological account of how the
structure of ritual facilitates high-fidelity cultural transmission over time. Next, we
examine evidence that the threat of social exclusion and loss of status motivates
engagement in ritual throughout development. In the final section, we provide a
psychological account of the ontogeny of ritual cognition. Prior work examining ritual
and group processes has focused on adult samples (Sosis, 2000, 2003, 2005; Sosis &
Alcorta, 2003; Sosis & Bressler, 2003) and mathematical modeling (Henrich, 2009). We
review recent research examining the mechanisms by which children learn the rituals
of their group and the cues children use to interpret the behavior of group members
(Herrmann, Legare, Harris, & Whitehouse, 2013; Watson-Jones, Legare, White-
house, & Clegg, 2014). Combining theory and findings from these lines of inquiry
promises to open up new avenues for research on ritual and the evolution and
ontogeny of social group cognition.

THE FUNCTIONS OF RITUAL IN SOCIAL GROUP BEHAVIOR

Living in cohesive groups has helped solve the adaptive problems faced by humans
(Buss, 1990; Buss & Kenrick, 1998). Living in groups decreased predation risk (Shultz,
Noe, McGraw, & Dunbar, 2004; van Schaik, 1983), allowed for coordinated caretaking
of offspring (Hawkes, 2014; Kaplan, Hill, Lancaster, & Hurtado, 2001), and facilitated
technological innovation (Reader & Laland, 2002). Our larger-than-average primate
brains (Byrne & Whiten, 1988; Dunbar, 1998) and species-specific cultural complexity
(Boyd, Richerson, & Henrich, 2011) are adaptations to the demands of group living
(Cosmides & Tooby, 1992; Kurzban & Neuberg, 2005). Individual fitness benefited
from psychological mechanisms that facilitated coordinated problem solving and
increased social cohesion (Dunbar & Shultz, 2007), for example, the capacity to
understand the intentions of others, to track social relationships, and to form
coalitional alliances all aid in cooperation with ingroup members (Brewer, 2007;
Dunbar & Shultz, 2010; Kurzban, Tooby, & Cosmides, 2001; Tomasello, Carpenter,
Call, Behne, & Moll, 2005). The evolution of cooperation also selected for tactical
deception within social exchanges, in which an individual strategically changes the
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perception of another for his or her own benefit (McNally, Brown, & Jackson, 2012;
McNally & Jackson, 2013). Large-scale sociality was facilitated by the same behav-
ioral predispositions that allowed for the evolution of small-scale sociality (Jordan
et al., 2013).

Cooperation with kin, as well as nonkin, is a core feature of human social group
living (Mathew, Boyd, van Veelen, 2013; Rekers, Haun, & Tomasello, 2011; Wobber,
Herrmann, Hare, Wrangham, & Tomasello, 2014). There are reasons to think that
cooperation among kin versus nonkin relationships may operate differently, however.
Individuals have adaptations to cooperate with those who share their genes, based on
the principles of inclusive fitness, and thus the closer the genetic relatedness, the more
cooperation (helping behavior) individuals engage in, all else equal (Hamilton, 1964).
Psychological adaptations for tracking exchange relationships, such as reciprocal
altruism and mutualism, may account for the evolution of cooperation with nonkin
group members (Axelrod & Hamilton, 1981; Trivers, 1971). Individuals track
exchange relationships over extended periods of time, thus allowing for selective
cooperation with ingroup members.

Living in large groups introduces additional adaptive problems, problems different
from those involved in reciprocal dyadic exchange, such as coordination of group
members for collective action, minimizing free-ridings, increasing group commitment
to joint goals, and preventing the defection of group members to rival groups. Thus,
the ability to engage in cooperation is a necessary but not sufficient prerequisite for
participation in goal-directed coalitional alliances (Tooby, Cosmides, & Price, 2006).
The adaptive problems presented by living in large groups of nonkin in turn required
the evolution of psychological mechanisms to solve them (Chudek & Henrich, 2010;
Chudek, Zhao, & Henrich, 2013). We propose that rituals solve adaptive problems
associated with group living by (a) identifying group members, (b) demonstrating
commitment to the group, (c) facilitating cooperation with social coalitions, and
(d) increasing social group cohesion.

To illustrate how ritual functions within a social system, we reference the ritual
cycle of pig slaughter of the Tsembaga of New Guinea, as described by Rappaport
(1967, 1984). In the following section, we use examples of the Tsembaga ritual warfare
cycle to demonstrate the social functions of ritual. We will also describe how the same
behavior can serve multiple functions within the ritual context.

IDENTIFY GROUP MEMBERS

Through providing practical and psychologically powerful markers of group mem-
bership, rituals allow identification of ingroup members. This provides important
information about who is more likely to cooperate and less likely to free ride
(Cosmides & Tooby, 2013; McElreath, Boyd, & Richerson, 2003). Humans can keep
track of approximately 150 of their group members (Dunbar, 1992), although other
estimates are somewhat higher (McCarty, Killworth, Bernard, Johnsen, & Shelley,
2000), and the preference to interact with ingroup members may be evolutionarily
stable (McElreath et al., 2003). Rituals provide a demonstration of shared beliefs and
behaviors. Recognizing that another person shares the same behavior and values as
one’s self indicates that he or she is likely to be a trustworthy reciprocator. Thus,
markers of group membership facilitate cooperative interactions because they provide
a marker of one’s “behavioral type” (McElreath et al., 2003, p. 127). Rituals often
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involve special communication systems or “languages,” and thus may act in much the
same way that accent acts for identifying group members in both children (Kinzler,
Dupoux, & Spelke, 2007) and adults (Pietraszewski & Schwartz, 2014a, 2014b).
Identifying group members is also crucial for determining whom to imitate and
for tracking status hierarchies (Henrich, 2009).

An example of how rituals are used as identity markers comes from the Maring-
speaking people to which the Tsembaga belong. As Rappaport (1984) notes, “The
rituals surrounding the rumbim provide an additional criterion for distinguishing the
Tsembaga from adjacent groups” (p. 19). For the Tsembaga, a distinguishing feature of
their rituals from neighboring groups is the timing of their planting rituals. “Itis on the
basis of their coordination of some of these rituals and their joint and exclusive
participation in others that we may distinguish the Tsembaga as a single congregation
distinct from all others” (p. 19). These rituals identify the members of the group that
can be trusted in future interactions. Markers of group membership can also be
exploited by those who seek to gain the benefits of group membership without
contributing to group-specific goals. Thus rituals that demonstrate commitment
to the group act as powerful mechanisms that ward off exploitation against potential
free riders.

DEMONSTRATE COMMITMENT TO THE GROUP

Actions that might be considered costly, in terms of the ability to perform them and the
time it takes to perform them, operate both as reliable signals that convey the signaler’s
commitment to the group or its beliefs, and as credibility-enhancing displays, which
foster the cultural transmission of these commitments to others, including children.
Consistent with costly signaling theory (Irons, 2001; Zahavi, 1975), rituals serve as
hard-to-fake or honest signals of group commitment. For example, the greater the
amount of costly rituals within a group, the longer that group will last (Sosis &
Bressler, 2003). Similarly, Monsma (2007) demonstrated that ritual participation and
resource donation are positively correlated.

Related to costly signaling accounts of ritual, Henrich (2009) has proposed that
costly rituals act as credibility-enhancing displays (CREDs). CREDs provide evidence
of an individual’s commitment to in-group values. CREDs are important because
verbally expressed beliefs and commitments are open to deception. Thus, humans
may have evolved cognitive mechanisms that privilege behavioral commitment over
verbal commitment. Rituals, as CREDs, provide salient evidence of behavioral
commitment to groups. When rituals are costly to perform, in terms of time, energy
expenditure, pain, and sacrifice, they act as signals of commitment to group values
(Lanman, 2012; Whitehouse, 1996; Xygalatas et al., 2013).

For the Tsembaga, the importance of demonstrating commitment to the group is
evident in the ritual taboos that are enforced at the onset and through the duration of
warfare. For example, warriors engage in taboos that entail a high personal cost; they
are prohibited from drinking any liquids during a battle, are required to consume
salted pork, and are not allowed to engage in social or sexual intercourse with women.
Similarly, community members also observe a variety of food restrictions (e.g.,
marsupials may not be trapped and eels may not be eaten). The competing group
formally becomes the enemy through observing ritual taboos, such as prohibitions
against entering their territory, speaking to a member of the enemy group, eating food
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grown on their land, or even looking at them. These taboos require group members to
demonstrate their commitment to their local group by incurring personal cost by not
engaging in typical activities during a period of intergroup conflict.

Continued protection and cooperation between allied groups is also encouraged
through the costly ritualized slaughter of pigs during the kaiko. The slaughter of the
group’s pigs sends a signal to ancestors and allies that the group is willing to incur a
cost (in terms of pork) for their assistance in the fight.

FaciLiTATE CooPERATION WITH COALITIONS

Rituals contribute to cooperative behavior with ingroup members (Sosis, 2000, 2005;
Sosis & Alcorta, 2003; Sosis & Bressler, 2003) by signaling group commitment.
Cooperation must be conditional and involve mutualism for group action to provide
a benefit to the individual (Cosmides & Tooby, 2013). Evidence for this comes from
research conducted with men living in an Israeli kibbutz where it was found that
religious males who engaged in public religious rituals were more likely to cooper-
ate in an economic game than secular males (Ruffle & Sosis, 2003). Adherents of a
Brazilian religious tradition called Candomble who reported greater religious
commitment were more likely to behave generously in an economic game and
were also more likely to be the recipients of cooperation from other group members
(Soler, 2012).

Free-riding (reaping the benefits of attaining a group goal without contributing to
the outcome) and defection are two potential problems associated with collective
action (Cosmides & Tooby, 2013). Because the ecological and social environment is in
many ways opaque and uncertain, to determine the best behavior for any given
situation, humans also use social learning biases, such as conformity to the most
common behavior witnessed within a group. Conformist transmission stabilizes
cooperation and punishment in social groups (Chudek & Henrich, 2011; Henrich &
Boyd, 2001). Much of the Tsembaga ritual cycle, such as strengthening ties with allied
groups through meat sharing, is oriented toward promoting cooperation and
strengthening coalitions. Through their ritual participation, allies demonstrate that
they share norms of reciprocation with the Tsembaga, and thus can be recruited in
future cooperative endeavors. The Tsembaga also have means of detecting potential
defectors within the ritual cycle. Before the first day of fighting, the men sacrifice two
pigs to the spirits and engage in a divination ritual involving the “smoke woman” who
will name the members of the enemy group who may be easily killed in the fight the
next day. The members of the enemy group that are named often coincides with the
shaman’s “fight packages” (bags containing “exuviae”—traces of human skin and
hair—of an enemy male or his father). Rappaport (1984) reports that it is often the case
that the man whose exuviae is given has provoked some antagonism from his ingroup
members. This usually occurs because the man is suspected of being a sorcerer and
because the man “has departed sufficiently from certain approved modes of behavior
to arouse covert, but not general, animosity” (p. 131). The fighting packages may
provide a means for groups to punish members who do not adhere to the norms of the
group, are greedy, and are likely to free ride and also functions to deter others in the
group that might be tempted to free ride. Finally, by collectively seeking out and
punishing free riders, group cohesion may be increased. Group cohesion is an essential
aspect of collaborative problem solving that results in the achievement of group goals.
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IncreEASE GrOUP COHESION

Beyond demonstrating commitment to the group and allowing for the identification of
ingroup members, rituals function as mechanisms of social group cohesion, which in
turn fosters the longevity of social groups. Classic ethnographies and sociological
theory posit that rituals promote interpersonal bonding (Durkheim, 1915; Turner,
1969) and shared beliefs (Geertz, 1973). How ritual is connected to belief is another
interesting avenue of research that is increasingly being explored using quantitative
methods, a full discussion of which lies outside the scope of this chapter. Recent
evidence suggests that rituals may provide a mechanism by which the self becomes
“fused” with other group members through shared experiences (Atkinson & White-
house, 2011; Swann, Gomez, Seyle, Morales, & Huici, 2009; Swann, Jetten, Gomez,
Whitehouse, & Bastian, 2012). Individuals who are highly fused with their group(s)
can experience a feeling of “oneness” with the group that promotes acting for the
group the same as one would act for one’s self (Swann et al., 2012). Rituals also
increase group cohesion because they involve shared experiences that require personal
sacrifice (Atkinson & Whitehouse, 2011; Whitehouse, 1995, 2000, 2004; Whitehouse &
Lanman, 2014). Simply engaging in synchronous movement (even synchronous
singing) increases cooperation, self-reported feelings of connection to group members,
and increased trust of group members when playing economic games (Wiltermuth &
Heath, 2009).

Collective activities, with both group members and closely allied groups, feature
prominently in Tsembaga ritual. Commitment to group goals is demonstrated
through the shared sacrifice of observing the many taboos enacted during wartime.
The massed dancing performed at the kaiko is a synchronous activity that could also
amplify group cohesion. The combination of continued ethnographic and experimen-
tal research promises to elucidate the mechanisms through which ritual activity
increases group cohesion. Possibly as a result of the group commitment rituals
display, these kinds of activities are passed from generation to generation with
high fidelity.

CULTURAL TRANSMISSION OF RITUAL

For cultural groups to maintain cohesion over time, there must be mechanisms for
high-fidelity transmission of group beliefs, values, and practices (Liénard &
Boyer, 2006). We propose that rituals facilitate high-fidelity imitation and resist
individual innovation because they are socially stipulated and not interpretable
from the perspective of physical causality (Legare & Souza, 2012, 2014).
This makes them ideally suited to high-fidelity cultural transmission (Legare &
Herrmann, 2013).

The causal opacity associated with many of the ritual elements of the Tsembaga
ritual cycle contribute to high-fidelity reproduction of the cycle intergenerationally.
For example, even though many of the rituals within the Tsembaga cycle were
“elaborate and exotic” (Rappaport, 1984, p. 176), ritual participants could often not
offer any clear explanation for the significance of the ritual procedures. Anthro-
pologists examining ritual often remark on ritual participants” inability to articulate
why the ritual they are performing is done in the specified manner, only that they
must be done in the way they were done before (Bloch, 2005; Boyer, 2001; Sperber,
1975; Whitehouse, 2012). The causal opacity of ritual also invites rumination of
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meaning based on symbolism, supernatural beings, and metaphor (Whitehouse,
2004, 2013).

How might rituals have evolved? One possibility is that collective ritual is not the
outcome of an adaptive capacity but instead is the by-product of evolved cognitive
architecture and therefore an indirect consequence of its evolution by natural selection
(Boyer, 2001). According to Liénard and Boyer (2006, p. 825), “a collective ritual
typically activates the hazard-precaution system. Given this system and its input
format, a pattern of interaction that activates them may well become attention
demanding and intuitively compelling. In this view, rituals can be considered highly
successful cultural ‘gadgets” whose recurrence in cultural evolution is a function of
(1) how easily they are comprehended by witnesses and (2) how deeply they trigger
activation of motivation systems and cognitive processes that are present in humans
for other evolutionary reasons.” Psychological mechanisms adapted for group living,
such as selective social learning biases, which evolved through natural selection, may
have been coopted by a process of cultural evolution. The behaviors that emerged
from group living were then selected for by an ongoing process of cumulative cultural
evolution (Liénard & Boyer, 2006).

Rituals are cultural adaptations to the problems of group living that are built upon
reliably developing features of our social group cognition. This raises compelling
questions about the process by which the elements of rituals were aggregated and
honed so as to address these adaptive problems. Are rituals culturally evolved to have
this adaptive fit (like blow guns and kayaks) or are they genetically evolved cognitive
mechanisms like cheater-detection mechanisms or pregnancy sickness?

We argue that the organizational complexity of rituals is the result of selective
cultural evolution and not from selective genetic evolution. For example, the rituals of
various human groups are unlikely to be equally effective at promoting solidarity,
cohesion, and cooperation. Instead, rituals likely vary within and between groups in
how successfully they solve the adaptive problems of social groups. This variation in
efficacy and cultural success provides the raw materials upon which different groups
of individuals can pick and chose, presumably favoring those that are more effective at
achieving social goals.

Evolved cultural learning biases, such as conformity bias, operating over gener-
ations, could adapt the form of ritual to local environmental challenges. For
example, divination rituals may allow hunters to effectively randomize their
hunting strategies (Moore, 1957) and overcome the gambler’s fallacy (Henrich
et al., 2001). This could be achieved by merely copying more successful hunters
within the group. However, intergroup competition also shapes rituals, producing
collective rituals that foster solidarity and success in intergroup competition
(Henrich, 2009). This process, carried out over many generations, is known as
cultural group selection (Richerson & Boyd, 2005). The cultural evolution of ritual
may operate similarly to how language has evolved. Humans have evolved the
cognitive machinery for language, but the lexicons of all languages continue to
evolve through processes of cultural selection. Indeed, recent detailed quantitative
work shows that languages vary substantially in their complexity and communica-
tive efficiency (Deutscher, 2005).

For rituals to provide utility for social group functioning, individuals must be
motivated to engage in collective behaviors that promote their inclusion and status
within the group. In the next section, we examine the threat of social exclusion as a
motivational mechanism underlying ritual cognition.
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MOTIVATIONAL MECHANISMS: SOCIAL EXCLUSION
AND GROUP AFFILIATION

Collective group rituals often concern addressing, averting, and mitigating danger.
Addressing perceived threat is also a common theme in many individual ritualized
behaviors (Boyer & Liénard, 2006). As demonstrated by the Tsembaga ritual cycle,
ritual is often associated with violence, misfortune, and dangerous activities. Magical
rituals are thought to provide a means of coping with the stress of dangerous
circumstances and activities. They are also thought to provide a sense of control
over the uncontrollable (Malinowski, 1925/1948). Indeed, recent evidence indicates
that engaging in group-specific rituals helps ease the stress of dangerous circum-
stances. For example, Sosis (2007) found that psalm recitation was successful in
helping Israeli women cope with the stress of war. Interestingly, the most powerful
component associated with the palliative coping benefits of ritual was the sense of
power and community associated with psalm recitation in this population (Sosis &
Handwerker, 2011). On the other side of the coin, Legare and Souza (2014) have
recently provided evidence that the perception of a ritual’s efficacy (its ability to bring
about the desired outcome) is increased when primed with randomness (lack of
control).

Many collective rituals involve prescriptive and rigid behavioral patterns geared
toward averting perceived threat. Perceived threats are thought to activate mental
security systems, such as the “hazard precaution system” (Boyer & Liénard, 2006),
designed to signal an alarm to direct resources toward coping with the threat
(Szechtman & Woody, 2004). The activation of mental security systems results in
security-related behavior, of which ritual may be a part. In collective rituals, fear of
potential danger of not following the ritual rules (i.e., moral threat, social exclusion, or
negative outcomes) may activate the hazard-precaution system (Liénard & Boyer,
2006).

In general, implied threats to fitness (e.g., avoid snakes, spiders, large carnivores,
dangerous humans, strangers, social exclusion, contamination) have been found to
result in stronger adherence to in-group normative ideologies (Navarrete & Fessler,
2005; Navarrete, Kurzban, Fessler, & Kirkpatrick, 2004). Environmental and social
cues that were recurrently associated with threats to fitness are likely to result in
coalitional thinking and the implicit goal to foster alliances. This is because conspecific
aid can be useful in addressing most threats to individual fitness. Perceived threats
prime coalitional thinking and due to psychological systems geared toward enabling
coordination with social groups, people endorse a stricter adherence to ingroup
ideologies (Navarrete & Fessler, 2005). We propose that increased endorsement of
ingroup ideology is used as a means of strengthening group bonds and increasing
affiliation with group members.

Due to the importance of group membership, selection has favored individuals who
engage in affiliative behaviors as a means of promoting inclusion within a group
(Chartrand & Bargh, 1999; Lakin & Chartrand, 2003; Lakin, Chartrand, & Arkin, 2008;
Pickett, Gardner, & Knowles, 2004). Thus, the threat of social exclusion, or ostracism,
may be especially likely to result in increased affiliative efforts (Williams, 2007;
Williams & Nida, 2011). Individuals who had mechanisms to anticipate and address
the threat of ostracism had an advantage over those who did not possess such
mechanisms. Consistent with error-management theory (Haselton & Buss, 2000),
an ostracism-detection system of this kind may be geared toward overdetection,
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because misperceiving the threat of ostracism when it is not present is much less costly
than not perceiving it when it is (Kerr & Levine, 2008; McKay & Efferson, 2010;
Spoor & Williams, 2007). Simply maintaining group membership is important, yet
possibly more important is achieving status within a group, as high-status individuals
typically garner more resources and reproductive opportunities (Betzig, 1986; Buss,
2012). Rituals provide evidence of affiliation with social groups; they display invest-
ment in social group values and endorsement of social norms and, in some cases, may
increase status within a group.

Individuals are thus motivated to participate in and accurately reproduce group
specific rituals. This motivation need not be conscious and deliberate. Indeed, much
research indicates that individuals engage in affiliative behaviors without conscious
awareness of doing so (see Chartrand & Lakin, 2013, for a review). People uninten-
tionally mimic the actions of others; they engage in behavioral matching or automatic
mimicry. Automatic mimicry increases positive affect between interaction partners;
participants who had been mimicked by a confederate, as compared to those in a
control condition, reported liking their partner more and perceived the interaction to
have gone more smoothly (Chartrand & Bargh, 1999). Further, when given the
conscious or nonconscious goal to affiliate, participants displayed increased automatic
mimicry (Lakin & Chartrand, 2003). Individuals also increase automatic mimicry
following social exclusion from ingroup members (Lakin et al., 2008).

Automatic mimicry may thus have a social function, most obviously for coordina-
tion and communication purposes. For example, it facilitates the coordination of
action by allowing vital social affiliation cues to be transmitted between group
members (Lakin, Jefferis, Cheng, & Chartrand, 2003), and may serve as social glue.
The propensity to engage in behavioral matching promotes affiliation, and vice versa,
and results in a virtuous circle of automatic mimicry and prosocial attitudes that
contributes to cooperation among group members (Heyes, 2013).

Despite convergent evidence across social scientific disciplines for the function of
ritual in social group cognition and behavior and for the motivational mechanisms
underlying ritual participation with adults, the process by which rituals are learned
and come to influence group attitudes has not been studied from a developmental
perspective until very recently. In the following section, we examine new experimental
research on the ontogeny of ritual cognition.

THE ONTOGENY OF RITUAL COGNITION

The development of ritualistic behavior has important implications for understanding
the ontogeny of cultural learning in childhood (Herrmann et al., 2013; Watson-Jones
et al., 2014) as well as for informing our understanding of the evolution of social
cognition in humans (Brewer, 2007; Caporael, 1997; Kurzban & Neuberg, 2005;
Richerson & Boyd, 2005). To understand the ontogeny of ritual cognition, we must
first examine the development of cognitive systems that support social categorization
and social group cognition. Social group cognition develops early in human ontogeny
and is developmentally privileged (Killen & Rutland, 2011). Young children view
social categories as having a stable, unchanging psychological essence (Gelman, 2009;
Gelman, Heyman, & Legare, 2007; Hirschfeld, 1996; Rhodes, 2012; Rhodes & Gelman,
2009). Our propensity for social categorization is so strong, in fact, that simply placing
individuals into arbitrary groups creates ingroup biases among adults (Billig & Tajfel,
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1973; Diehl, 1990; Tajfel, 1970; Tajfel, Billig, Bundy, & Flament, 1971; Tajfel & Turner,
1979, 1985) and children (Abrams & Rutland, 2008; Dunham, Baron, & Banaji, 2008).
For example, when children experience novel social groups (i.e., based on T-shirt
color) they have expectations for ingroup reciprocity, positive behavioral attributions
for the ingroup, and preferences for in- over outgroup members (Dunham, Baron, &
Carey, 2011). There is also evidence that children preferentially interact with ingroup
members (Kinzler et al., 2007).

To coordinate behavior for cooperative efforts, children must learn and adhere to
the norms and conventions of their social groups through a process of imitation
(Kalish, 2005) and social learning (Heyes & Frith, 2014). Even young children tacitly
accept status assignments, rules, and prescriptions and expect others to do the same
(Diesendruck & Markson, 2011). They also readily engage in normative protest
when rules are violated (Rakoczy, Warneken, & Tomasello, 2008). By the age of 4,
children attribute conventional knowledge selectively to ingroup members (Die-
sendruck, 2005). Young children placed within groups expect group members to
behave in conventional ways (customs, traditions, and etiquette) and can differen-
tiate conventional from moral rules (Killen & Rutland, 2011; Smetana, 2006; Turiel,
1998).

Even infants expect members of social groups to act similarly (Powell & Spelke,
2013) and are more likely to imitate members of an ingroup than an outgroup
(Buttelmann, Zmyj, Daum, & Carpenter, 2013). New research on high-fidelity imita-
tion in early childhood indicates that imitation has evolved social functions, such as
encoding normative behavior (Kenward, Karlsson, & Persson, 2011; Keupp, Behne, &
Rakoczy, 2013), affiliation (Over & Carpenter, 2012), and detecting ostracism (Lakin
et al., 2008; Over & Carpenter, 2009; Watson-Jones et al., 2014).

Evolved selective social learning mechanisms are attuned to detect social conven-
tionality and promote high-fidelity imitation, a mechanism of cultural transmission
(Legare, Wen, Herrmann, & Whitehouse, 2015). A growing body of research has
demonstrated that as highly specialized cultural learners, children are well equipped
to engage in high-fidelity imitation, a potential indicator of group affiliation through
conformity (Herrmann et al., 2013). For example, there is now substantial evidence
that young children readily overimitate or overcopy the behavior of others (Nielsen &
Tomaselli, 2010; Over & Carpenter, 2009, 2012). Overimitation is a uniquely human
predisposition; even when it is obvious that some actions are causally irrelevant to
retrieve a reward from a puzzle box, children still faithfully copy all of the actions of a
demonstrator, as compared to chimpanzees, who omit obviously irrelevant actions to
retrieve the reward (Horner & Whiten, 2005).

Overimitation may thus be an adaptive human strategy facilitating more rapid
social learning of instrumental skills than would be possible if copying required a
full representation of the causal structure of an event. As a social learning strategy,
overimitation may be so adaptive that it is employed at the expense of efficiency
(Flynn & Whiten, 2008; McGuigan, Whiten, Flynn, & Horner, 2007; McGuigan &
Whiten, 2009; Whiten, Custance, Gomez, Teixidor, & Bard, 1996; Whiten, McGui-
gan, Marshall-Pescini, & Hopper, 2009). The tendency to overimitate is consistent
with the “copy-when-uncertain” social learning strategy (Toelch, Bruce, Newson,
Richerson, & Reader, 2014). This proposal is akin to that of error management theory
(Haselton & Buss, 2000) in which, in this case, the costs of not imitating with high
fidelity in an uncertain situation outweigh the benefits of the reduced effort entailed
in imitating with low fidelity. Children infer from the purposeful and intentional
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nature of an action that they are supposed to copy it (Horner & Whiten, 2005). The
underlying logic of these arguments is consistent with dual inheritance theory. For
example, according to the costly information hypothesis, unless the world is at least
somewhat uncertain (or opaque), natural selection would not favor imitation
(Richerson & Boyd, 2005).

Overimitation has also been interpreted as overattribution of causal efficacy to
redundant elements or automatic causal encoding (Lyons, Young, & Keil, 2007; Lyons,
Damrosch, Lin, Macris, & Keil, 2011). This interpretation has been challenged by
accounts of imitation that emphasize the social and normative function of imitation
(Kenward et al., 2011; Nielsen, 2012; Over & Carpenter, 2012). In fact, despite
substantial psychological evidence for the early developing and sophisticated capacity
to reason causally (Baillargeon, Li, Gertner, & Wu, 2011; Carey, 2009; Gopnik &
Schulz, 2007; Keil & Wilson, 2000; Legare, 2012, 2014; Legare, Gelman, & Wellman,
2010), much of what people need to learn and interpret is not based on understanding
physical causality and instead is based on social conventionality.

Young children are thus highly sensitive to social and contextual cues to high-
fidelity imitation (Herrmann et al., 2013; Watson-Jones et al., 2014). For example,
children are sensitive to cues to consensus and synchrony, potential markers of
conventionality (Chudek, Heller, Birch, & Henrich, 2012; Claidiére & Whiten, 2012;
Corriveau, Fusaro, & Harris, 2009; Corriveau & Harris, 2010; Pasquini, Corriveau,
Koenig, & Harris, 2007). Children have also been shown to conform to a group
consensus in purely social situations, where no new instrumental knowledge can be
gained (Schmidt, Rakoczy, & Tomasello, 2011). For example, they disguise their
correct opinions in order to conform to a group consensus (Haun & Tomasello,
2011). Based on these early developing capacities, research by Henrich and colleagues
have argued for an early developing “norm psychology” that supports reasoning
about the conventionality of behavior (Chudek et al., 2013; Chudek & Henrich, 2010),
an essential prerequisite for ritual cognition.

Additionally, children, as cultural learners, are also sensitive to credibility-enhancing
displays (Henrich, 2009). For example, a child witnessing, and adhering to, the ritual
taboos of the Tsembaga may implicitly use information about social categorization
within their ingroup to determine that this is a social convention adhered to in times of
turmoil when alliances and group affiliations are salient and important.

We propose that children and adults imitate ritual actions with high fidelity as a
means of ingroup affiliation and that threats to group membership or social exclusion
amplify motivation to engage in collective rituals. There is evidence that young
children are highly sensitive to the threat of ostracism (Over & Carpenter, 2009;
Watson-Jones et al., 2014) and that following an experience of social exclusion from
their ingroup, children imitated an ingroup ritual with higher fidelity than children
excluded by outgroup members or than children included by in- or outgroup
members. These studies demonstrate that young children may use “affiliative imita-
tion” as a behavioral strategy to reaffiliate with social group members when faced
with the threat of social exclusion.

In sum, early developing social cognitive capacities provide the foundation for the
development of ritual cognition. Young children are adept at using social and
contextual cues to determine which actions are conventional and attempt to imitate
these actions with high fidelity (Herrmann et al., 2013; Watson-Jones et al., 2014).
Children are also highly motivated to imitate ritual as a means of affiliation with group
members.
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CONCLUSION

Despite the fact that ritual has been understudied from a psychological and an
evolutionary perspective, convergent developments in cognitive science (Legare &
Souza, 2012, 2014; McCauley & Lawson, 2002; Rossano, 2012), social psychology
(Norton & Gino, 2014; Vohs, Wang, Gino, & Norton, 2013), and cognitive and
evolutionary anthropology (Atran & Henrich, 2010; Boyer & Liénard, 2006; Bulbulia,
2004; Henrich, 2009; Humphrey & Laidlaw, 1994; Ruffle & Sosis, 2007; Shore, 1996;
Whitehouse, 2011) have opened up new directions for research on ritual. New
experimental research on the function of ritual in human social behavior provides
fresh insight into the role of ritual in cultural transmission and the development of
social group cognition.

Rituals serve four core functions within social groups that help address the
problems of coordinated and cooperative group action associated with the ultra-
sociality of our species: They (1) provide reliable markers of group membership,
(2) demonstrate commitment to the group, (3) facilitate cooperation with social
coalitions, and (4) increase social group cohesion. The social stipulation and causal
opacity of rituals make them ideally suited to high-fidelity cultural transmission over
time. We have also provided evidence that the threat of social exclusion and group
affiliation motivates engaging in ritual.

Finally, we have provided a cognitive developmental account of the psychological
foundations of ritual behavior. Examining the ontogeny of ritual cognition increases
our understanding of the emergence of social group cognition in general and provides
unique insight into high-fidelity cultural transmission over time. We propose that the
capacity to engage in ritual is a distinctly human predisposition, a psychologically
prepared, culturally inherited, species-specific behavior.
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CHAPTER 35

The Origins of Religion

ARA NORENZAYAN

TWO PUZZLES OF HUMAN PSYCHOLOGY AND
CULTURAL EVOLUTION

r I THE WORLD's OLDEST known religious temple, Gobekli Tepe, is about 11,500 years
old, perched on a dry hilltop in southeastern Turkey. It consists of massive,
humanlike stone pillars carved with images of animals such as gazelles and

scorpions, arranged into a set of rings (Schmidt, 2010). While archeologists are

unearthing clues and debating their meaning, there are many unanswered questions:

Who built this monumental religious site, how did they do it, and why?

There has been little evidence of domestication of plants or animals. It is
plausible that it could have been built and occupied by preagricultural foragers
(or hunters and gatherers). Was Gobekli Tepe an early cosmopolitan center,
where people periodically came together, worshipped, and performed rituals?
While Gobekli Tepe raises more questions than yields answers, it points to two of
the deepest puzzles of human psychology and civilization. How did human
societies scale up from comparatively small, mobile groups of foragers to increas-
ingly large societies, even though anonymity is the enemy of cooperation? And
how did the great polytheistic and monotheistic world religions culturally spread
to colonize most minds in the world, even though in the long run, almost all
religious movements fail?

THE PuzzLE OF LARGE-SCALE COOPERATION

The first puzzle belongs to psychology and is of large-scale cooperation. For most of its
evolutionary history, human beings lived in relatively small bands of foragers. Yet,
today, the vast majority of human beings live in vast, cooperative groups of mostly
unrelated strangers. Total strangers regularly depend on each other for livelihood,
economic exchange, shelter, and mutual defense (Seabright, 2004). This puzzle deep-
ens further when we realize two additional facts: This expansion of cooperation
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happened primarily since the Holocene era, around 12,000 years ago' (when agricul-
tural settlements emerged), and its intensity and scope is found only in humans,
despite phylogenetic continuities (Chudek & Henrich, 2011).

In evolutionary biology, a great deal of cooperation can be explained by one of two
forms of altruism: one based on kinship or helping among genetic relatives (Hamilton,
1964) and one based on reciprocal altruism among regularly interacting strangers
(Axelrod, 1984). But cooperation within expanding groups of strangers is not easily
explained by either. As group size increases, both forms of altruism break down. With
ever-greater chances of encountering strangers, opportunities for cooperation among kin
rapidly decline. Without extra safeguards, such as institutions for punishing freeloaders,
and cultural norms that encourage cooperation with strangers, reciprocal altruism also
stops paying off. So how did human minds, possessing temperaments and instincts
calibrated for life in small, foraging bands, expand group size to unprecedented levels?
How did the human cooperative sphere “scale up” so dramatically and so rapidly?*

THE PuzzLE oF WORLD RELIGIONS

The second puzzle emerges from cultural evolution and refers to the peculiar cultural
distribution of religious beliefs and practices that we see in the world today. Religions
have always been multiplying, growing, mutating, and dying at a brisk pace. But
religious ideas and practices, although created in abundance, have markedly different
sticking power. In fact, while new religious entities are created in the legion, most of
them die out, save a potent few that survive and flourish. The outcome of this process
is that the vast majority of humanity today adheres to a disproportionately few of
these surviving movements that have achieved “world religion” status. If you are a
Christian, Muslim, Jew, Hindu, Buddhist practitioner, or nonbelieving descendant of
any of these or related traditions, you are the heir to an extraordinarily successful
religious movement that once was an obscure cultural experiment.

Almost all religious movements that have ever existed eventually succumbed to
myriad internal and external threats that undermine social cohesion, demographic
stability, and cultural influence. The triple success of world religions—their demo-
graphic growth, geographic expansion, and historical persistence—is therefore a
remarkable fact that begs for explanation. In one groundbreaking study that illustrates
this point, Sosis (2000) analyzed the stability over a 110-year span of 200 utopian
communes, both religious and secular, in 19th-century America. The average life span
of the religious communes was a mere 25 years. In 80 years, 9 out of 10 had disbanded.
Secular communes fared even worse: They lasted for an average of 6.4 years; 9 out of
10 disappeared in less than 20 years. If most religious communes fail even within as
little as a century, how is it that a few religious movements endured and went global,
uniting diverse peoples across geography, language, and ethnicity? Here we have a
fascinating case study of how cultural evolution—itself a product of interacting

! Tuse 12,000 years as a convenient starting point when the first human groups in the Middle East began to
scale up (see also Diamond, 2005). However, human populations expanded at different times in different
regions, and there were fluctuations in the size and social complexity of human groups even in the
Pleistocene era.

2 Some evolutionary arguments do not see this as a puzzle, maintaining that large-scale cooperation is, from
an evolutionary point of view, a “big mistake” (Burnham & Johnson, 2005; Dawkins, 2006). The limitations
of this argument have been discussed in detail elsewhere (e.g., Richerson & Boyd, 2005).
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human brains shaped by evolution—can harness different aspects of evolved psy-
chology to build global communities of strangers.

OUTLINE OF A SOLUTION

In this chapter, I explore the explanatory reach of a potential solution—that the two
puzzles are importantly linked. (For a fuller, book-length account, see Norenzayan,
2013; see also Norenzayan et al., in press, and associated commentaries.) In this
evolutionary scenario, religious beliefs and behaviors arose as evolutionary by-
products of cognitive architecture that arose independently of religion and preceded
it. Once that happened, the stage was set for rapid cultural evolution—nongenetic,
socially transmitted cumulative changes in beliefs and behaviors (Chudek, Muthu-
krishna, & Henrich, Chapter 30, this volume; Richerson & Christiansen, 2013) that
acted on an interrelated suite of religious ideas and behaviors that coevolved with
large-scale cooperation. This argument integrates and extends previous and contem-
porary “social solidarity” accounts of religious elements (Durkheim, 1915; Haidt,
2012; Sosis & Alcorta, 2003; Wilson, 2002) and places them in a Darwinian framework
that is grounded in both genetic and cultural evolution.

To be clear, this idea does not claim that large-scale cooperation cannot happen
without religion, and obviously it does not claim that religion is necessary for morality
of any scale. World religions, with their belief-ritual complexes, have broadened the
moral sphere, but other processes and institutions can have the same effect. Religions
are neither necessary for moral behavior, nor are they unique in having this effect
(Norenzayan, 2014). Precursors of moral sentiments, such as empathy, shame, and
anger, have ancient evolutionary origins (de Waal, 2008) and disapproval of antisocial
behavior emerges even in preverbal babies (Hamlin, Wynn, & Bloom, 2007) before
they are exposed to or affected by religious practices.

The idea is that any beliefs, behaviors, norms, or institutions that enhanced social
cohesion and cooperation while allowing cultural groups to scale up at the expense
of their rivals were selected in cultural evolution. Therefore, there are many pathways
to large-scale cooperation; some of these pathways draw from religious beliefs
and practices, while others draw on institutions, norms, and practices that are
unrelated to the supernatural or the sacred. To understand how requires the integra-
tion of two important theoretical developments in evolutionary science, described
next: (1) insights from the cognitive science of religion and (2) cultural evolution
supported by evolved cultural learning strategies. In what follows, I describe this
integration, review the evidence from various fields that speaks to the hypotheses
derived from this cultural evolutionary-cognitive by-product framework, briefly
examine similarities and differences with alternative evolutionary theories, and finally
conclude with outstanding questions for future research.

THE CULTURAL EVOLUTION/COGNITIVE
BY-PRODUCT FRAMEWORK

Religious beliefs and behaviors are rooted in ordinary cognitive capacities. These
capacities generate various supernatural intuitions, which then become targets of
cultural evolution. Here I provide a summary of these two insights, and describe the
resulting synthesis.
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CoGNITIVE Biases THAT SUPPORT RELIGIOUS BELIEFS AND BEHAVIORS

One key cognitive capacity implicated in religion is mentalizing (theory of mind),
which enables people to detect and infer the existence and content of other minds
(Epley & Waytz, 2010; Frith & Frith, 2003). This capacity also facilitates two key
intuitions that ground religious belief: that minds can operate separately from
bodies, or mind-body dualism (Bloom, 2007; Willard & Norenzayan, 2013), and
that all people, things, and events exist for a purpose, or teleology (Banerjee &
Bloom, 2013; Kelemen, 2004). By recruiting mentalizing abilities, believers treat
gods as disembodied beings who possess humanlike goals, beliefs, and desires
(Barrett, 2004; Bering, 2011; Epley, Waytz, & Cacioppo, 2007; Guthrie, 1993).
Consistent with the by-product argument that religious thinking recruits ordinary
capacities for mentalizing, thinking about or praying to God activates brain
regions associated with theory of mind (Schjoedt, Stedkilde-Jorgensen, Geertz, &
Roepstorff, 2009), and reduced mentalizing tendencies or abilities, as found in
the autistic spectrum, predicts reduced belief in God (Norenzayan, Gervais, &
Trzesniewski, 2012).

These and other cognitive biases make religious ideas compelling and plausible
to human minds, and generate constrained but diverse sets of intuitions, beliefs,
and behaviors that are recurrent all over the world (Atran & Norenzayan, 2004).
Once intuitions about supernatural beings and ritual-behavior complexes are in
place, they coexist with other ordinary intuitions and beliefs (Legare, Evans,
Rosengren, & Harris, 2012). The stage is set for cultural evolution to act on
variants of these beliefs and behaviors, such that some proliferate more success-
fully than others.

SuccessruL ReELIGIOUS MOVEMENTS ARE THE PropucTs OF CULTURAL
EvOLUTIONARY PROCESSES

The question as to why a few religious movements spread at the expense of their
cultural rivals can be answered in a cultural evolutionary framework. Here I
briefly outline why cultural evolution is key to understanding the cultural domi-
nance of world religions. For a more thorough discussion on cultural evolution and
evolved capacities for cultural learning, interested readers can consult Chudek and
colleagues (Chapter 30, this volume; see also Richerson & Christiansen, 2013).
As a cultural species, humans extract vital information from others, and therefore
their brains are equipped with evolved cultural learning biases that enable a second
inheritance system: a cultural evolutionary process that runs in parallel to, and can
interact with, genetic evolution (Richerson & Boyd, 2005). These cultural learning
biases include content biases that give a transmission advantage to some aspects of
mental representations over others, for example, the fact that some ideas are inherently
more memorable or attention-arresting than others (Sperber, 1996). In addition, other
evolved cultural learning mechanisms bias learners to attend to cues such as whether
the opinion or idea is held by the majority (conformist bias), and by people with
perceived skill or success (prestige bias). But the fitness benefits of learning from
others are offset by learners’ vulnerability to being duped or misinformed (the so-
called evil teacher problem). In most likelihood, then, human minds are equipped with
epistemic vigilance (Sperber et al., 2010) or a suite of preferences that guard against
such manipulation. One key solution is an evolved bias in cultural learners to attend to
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cues that a cultural model is genuinely committed to his or her advertised belief.
Cultural learners are therefore more likely to be influenced by cultural models when
the latter engage in credibility-enhancing displays, or CREDs (Henrich, 2009). This is,
in essence, the idea that actions speak louder than words, and when they do, they bias
the cultural transmission process.

Content biases in religious representations have received the most attention so far
(e.g., Boyer, 2001), but all three types of cultural learning biases play an important role
in the transmission of religious beliefs and practices. For example, CREDs are
important in proselytizing religious groups where faith in gods spreads by cultural
influence, and where believers are vigilant against religious hypocrisy. There are two
additional reasons why cultural evolution plays an important part in explaining the
dominance of world religions. Relative to genetic evolution, cultural evolutionary
pressures can exert powerful effects in relatively short periods of time (Richerson &
Boyd, 2005). Moreover, cultural and historical variability and culturally transmitted
group differences (Henrich, Heine, & Norenzayan, 2010) are the central focus of
cultural evolution. It can therefore contribute to an account of the massive changes in
some human groups that have occurred in the relatively short time scale of 10,000 to
12,000 years.

AN EMERGING SYNTHESIS

Bringing insights from the cognitive science of religion and cultural evolution
together, the picture that emerges is a process of coevolution between societal size
and complexity on one hand, and a suite of religious elements that enhance social
solidarity on the other. Here I focus on devotional practices to increasingly potent Big
Gods—powerful, interventionist, and morally concerned supernatural monitors of the
expanding group. But clearly, this is only one of several interrelated religious elements
that play a role in the expansion of the social scale. The idea is that these Big Gods and
supporting practices were early cultural variants of “natural religion” that promoted
prosocial behavior—features like cooperation, trust, and self-sacrifice. These features
outcompeted rival cultural variants of morally indifferent deities with limited omni-
science and powers to intervene in human affairs. As a result, Big Gods and other
beliefs in supernatural punishment, supported by extravagant loyalty displays and an
amalgam of intensely prosocial rituals and practices, culturally spread with these
expanding, cooperative groups, also explaining the prevalence of what we now call
world religions (Norenzayan, 2013). These religions thus forged anonymous strangers
into imagined moral communities (Graham & Haidt, 2010; Haidt, 2012) tied together
with sacred bonds that are overseen by supernatural surveillance.

COMMITMENTS TO BIG GODS CO-EMERGE WITH
BIG GROUPS ACROSS CULTURES AND HISTORY

The reasoning outlined above depends on the empirical claim that across cultures and
history, Big Gods and other beliefs and behaviors coemerged with big groups by
mutually energizing each other. As societies scale up, gods become more powerful
and morally involved. If so, then we ought to observe a positive correlation between
the prevalence of Big Gods and group size. In this section, I explore anthropological
and historical evidence that speaks to this hypothesis.
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SMALL AND BIG Gops Across CULTURES: ANTHROPOLOGICAL EVIDENCE

In foraging and other small-scale societies, people must tackle an extensive variety of
cooperative challenges, and therefore they are guided by a sophisticated set of local
moral norms that apply to a wide range of domains, including food sharing, caring for
offspring, kinship relations, marriage, leveling of risk, and mutual defense (Powell,
Shennan, & Thomas, 2009). Yet, the ethnographic evidence suggests that the gods play
a small part, if any, in the rich and varied cooperative lives of these societies.

In fact, the gods and spirits of the smallest foraging groups, such as the Hadza of
Eastern Africa (Marlowe, 2010) and the San of the Kalahari (Marshall, 1962), have little
omniscience and moral concern. In other small-scale societies, the picture is similar; the
gods and morality are largely disconnected (e.g., Purzycki, 2011). While some gods are
pleased by rituals and sacrifices offered to them, they care little about how people treat
each other.

These ethnographic observations begin to make sense if we consider the social
dynamics of life in small-scale societies. Although people in these societies do inter-
mingle with strangers under limited conditions, face-to-face interaction is the norm, and
in these transparent societies, it is hard to escape the social spotlight. Granted, there is
considerable diversity in the cultural traits of modern-day and ancestral foragers that
limit broad generalizations (Kelly, 1995). Nevertheless, if foraging groups tell us any-
thing, it is that the connection between religion and morality has in fact emerged
culturally over human history, probably rather recently.

Quantitative analysis of the anthropological record is consistent with this idea. In
moving from the smallest-scale human societies to the largest and most complex,
interventionist supernatural watchers go from relatively rare to increasingly common,
and morality and religion move from largely disconnected to increasingly intertwined
(Johnson, 2005; Roes & Raymond, 2003; Sanderson & Roberts, 2008). While there are
important issues in these cross-cultural patterns that are open to debate (e.g., see
Atkinson, Latham, & Watts, in press; Norenzayan, 2014), these results hold controlling
for several variables that covary with group size and religion, such as economic
inequality, population densities, and exposure to missionary activity. Interventionist
Big Gods are also more prevalent in places with water scarcity (Snarey, 1996), as well as
in agricultural societies and those that are engaged in animal husbandry (Peoples &
Marlowe, 2012). One interpretation of these patterns is that these gods and related
practices are more likely to spread in all these conditions, where group survival is highly
dependent on the group’s ability to curb free-riding. Other studies have found a
complementary cultural shift in ritual forms: As societies get larger and more complex,
rituals become routinized affairs at the service of transmitting and reinforcing shared
doctrines (Atkinson & Whitehouse, 2011). Notions of supernatural punishment, dam-
nation and salvation, heaven and hell, and karma are common features of modern
religions but are relatively infrequent in small-scale cultures.

Gobs GET BIGGER As GRouPs ExPAND: A VERY BRIEF OVERVIEW OF THE
HistoricaL RECORD

These anthropological findings converge with archaeological and historical evi-
dence suggesting that both Big Gods and routinized rituals coevolved with large,
complex human societies, along with increasing reliance on agricultural modes of
production (e.g., Marcus & Flannery, 2004; Whitehouse & Hodder, 2010). Although
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interpreting the written historical record is no simple matter and is open to many
active debates, once it begins, links between large-scale cooperation, ritual elabo-
ration, Big Gods, and morality become more apparent. It has been argued that ideas
of morally concerned gods did not emerge until the so-called Axial Age (800-300
BCA) (e.g., Baumard & Boyer, 2014). However, there is evidence from many
cultures long before this period, such as Babylon and Egypt (Assmann, 2001; Bellah,
2011), that as societies grew larger and more complex, they also developed divinely
inspired guidelines for public morality. A case in point is Hammurabi’s code (1772
BCE) in Babylon that was inspired by fear of Marduk, patron god of Babylon, and the
powers of Shamash, god of justice (Bellah, 2011). A great deal of the historical work
related to this topic focuses on the Abrahamic faiths. For instance, Wright (2009)
provides a summary of textual evidence that reveals the gradual evolution of the
Abrahamic god from a rather limited, whimsical, tribal war god—a subordinate in the
Canaanite pantheon—to the unitary, supreme, moralizing deity of two of the world’s
largest religious communities.

The highly organized Greek city-states and imperial Rome are sometimes
portrayed as possessing only amoral and fickle deities (e.g., Baumard & Boyer,
2014). However, new scholarship has increasingly challenged this view. The gods
of the Greek city-states were believed by the populace to be humanlike, but this
should not be confused with indifference to human morality. Not only did they
demand costly sacrifices and elicit elaborate rituals, they also played an active role
in enforcing oaths and supporting public morality (Mikalson, 2010, pp. 150-168).
This pattern is seen in Greek city-states and even more starkly in the case of the
deities of imperial Rome (Rives, 2007, pp. 105-131). For instance, cults dedicated to
Mercury and Hercules in the second and first centuries BCE in Delos—an impoz-
tant maritime trade center—leaned on supernatural surveillance and divine
punishment in order to overcome cooperation dilemmas in long-distance trade
relations (Rauh, 1993).

China also has sometimes been portrayed as lacking moralizing gods, or even
religion at all (e.g., Ames & Rosemont, 2009). New work suggests otherwise (Clark &
Winslett, 2011; Slingerland, 2013). While there are arguments that Chinese civilization
developed secular alternatives to religious morality much earlier than did Middle
Eastern and European civilizations (e.g., Sarkissian, in press), in the earliest Chinese
societies for which written records exist, the worshiped pantheon includes both literal
ancestors of the royal line as well as a variety of nature gods and cultural heroes, all
under the dominion of a supreme deity, the “Lord on High” (shangdi). The ability of
the royal family to rule was a direct result of their possessing the “Mandate” of
Heaven, the possession of which was—at least by 1000 BCE or so—seen as linked to
moral behavior and proper observance of costly sacrificial and other ritual duties. The
written record reveals, over time, an increasingly clear connection in early China
between morality and religious commitments. Failure to adhere to these norms—
either in outward behavior or one’s inner life—was to invite supernatural punishment
(Eno, 2009).

These ethnographic, archeological, and historical patterns offer suggestive evidence
that prosocial religions with Big Gods coemerged with large, complex societies. It is
important to note that this process is not an all-or-nothing phenomenon. Rather, both
the ethnographic and historical record reveal that it is a gradual process with many
intermediate cases. For example, in chiefdom societies, such as in Fiji, groups are larger
and more hierarchical than in foraging societies, and the gods appear to have more
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powers and moral concern than the gods of foragers, but less so than in much larger
state societies (McNamara, Norenzayan, & Henrich, in press). Moreover,
these associations cannot be taken to suggest causation, of course—at least some
of these anthropological and historical data would also be consistent with the
alternative hypothesis that bigger and more prosocial societies simply imagined
bigger and more prosocial gods in their own image. The theoretical framework I
explore here is not inconsistent with that possibility either, as the causal pathways can
go in either direction (hence the assertion that the two coemerged), and their
importance may vary in different places and historical periods (Atkinson et al., in
press; Watts et al., 2015). However, this framework does depend on the claim that one
important causal arrow goes from conceptions of increasingly moralizing and inter-
ventionist gods and related practices to cooperation. Next, I examine this causal
hypothesis and explore the psychological mechanisms behind this process.

RELIGIOUS SOLUTIONS TO THE PROBLEM
OF LARGE-SCALE COOPERATION

A key problem for large-scale cooperation is the threat of anonymity; when groups
expand in size, anonymity erodes the bonds of cooperation. Consistent with this,
studies show that even illusory anonymity, such as the act of wearing dark glasses or
sitting in a dimly lit room, encourages selfishness and cheating (Zhong, Bohns, &
Gino, 2010). Social surveillance, such as being in front of cameras or audiences, has the
opposite effect. Even subtle exposure to drawings resembling human eyes encourages
good behavior towards strangers (Bateson, Nettle, & Roberts, 2006; Haley & Fessler,
2005).> As the saying goes, “Watched people are nice people.” It makes sense,
therefore, that the world over, many cultures that have successfully tackled the
problem of large-scale cooperation have stumbled upon the idea of “eyes in the
sky”—watchful deities who see far and particularly care about human morality
(Norenzayan, 2013). People play nice when they think a morally concerned, punishing
god is watching them—even when nobody is.

PRrRESSURE FROM ABOVE

Here I highlight several lines of converging experimental evidence that give support to
this hypothesis (for further details, see Norenzayan, Henrich, & Slingerland, 2013). In
cooperation research, economic games have been used as a prism through which
prosocial behavior can be measured. The dictator game, for example, involves two
anonymous players engaged in a one-off interaction. Player 1 is allotted a sum of real
money and must decide how to divide this sum between herself and Player 2. Player 2
then receives the allocation from Player 1, and the game ends. Henrich, Ensminger,
et al. (2010) found that across 15 diverse societies of foragers, pastoralists, and
horticulturalists from all over the world, and controlling for a wide range of demo-
graphic variables and other factors that predict cooperative tendencies, adherence to

3 This doesn’t imply that there can be no prosocial behavior without social monitoring. Some residue of
prosocial behavior arguably remains even in complete anonymity (see for example, Gintis, Bowles, Boyd, &
Fehr, 2003). This important point does not, however, change the observation that prosocial behavior
markedly increases under social surveillance.
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the Abrahamic “Big God” predicted larger offers compared to adherence to local
deities who are not as omniscient and morally concerned.

The study by Henrich and colleagues is an important piece of the puzzle,
because it demonstrates that participation in religions with Big Gods (relative to
religions having local gods with limited scope) encourages actual prosocial
behavior towards strangers. However, it does not conclusively demonstrate
causality. Recent religious priming experiments address this issue. In one study
conducted in Canada, we planted reminders of God under the pretext of playing a
word game and without arousing suspicion. Other participants played the same
word game without religious content. Finally, a third group played the word
game with words reflecting secular sources of monitoring. Then all participants
played the dictator game (Shariff & Norenzayan, 2007). Self-reported belief in
God was not associated with generosity. However, reminders of God had a reliable
effect on generosity. In the unexposed group, the typical response was selfish:
Most players pocketed the entire amount. In the God group, the typical response
shifted to fairness. Importantly, the secular prime had a similar effect as
the religious prime, suggesting that secular mechanisms can also encourage
nice behavior towards strangers.

A recent meta-analysis of religious priming, pooling the results of 25 experi-
ments, shows that religious priming effects on prosocial behavior are reliable and
remain robust even after correcting for publication bias in psychology (Shariff,
Willard, Andersen, & Norenzayan, 2015). These religious priming effects found in
the laboratory also can be seen in the real world. One example of this is the
“Sunday Effect.” One study looked at responsiveness to an online charity drive
over a period of several weeks. Christians and nonbelievers were equally likely to
give to charity except on Sundays, when Christians were 3 times more likely to
give (Malhotra, 2008).

Bringing these experimental findings together, several important conclusions can
be reached about the mechanisms behind religious priming. First, belief in super-
natural punishment is more strongly associated with reductions in moral transgres-
sions, whereas belief in supernatural benevolence, if anything, has the opposite
effect (Shariff & Norenzayan, 2011; Shariff & Rhemtulla, 2012). Second, there is
evidence that believers offload punishing duties to God, and therefore belief in a
punishing God leads to less punishing behavior towards free-riders (Laurin, Shariff,
Henrich, & Kay, 2012). Third, reaction time analyses suggest that believers intuit
that God has knowledge about norm-violating behaviors more than they believe
God does about normative behaviors (Purzycki et al., 2012). Fourth, religious
primes on average do not have reliable effects on nonbelievers (Shariff et al.,
2015). Finally, the same religious primes that increase generosity towards strangers
also increases believers’ perceptions of being under social surveillance (Gervais &
Norenzayan, 2012a).

These and other findings suggest that salient beliefs in punitive supernatural
monitors increase prosociality towards strangers. These findings contradict the idea
that already prosocial individuals spontaneously imagine conceptions of prosocial
deities, or that religious priming brings to mind thoughts of benevolence, which in
turn encourage benevolent behaviors such as generosity (Norenzayan et al., 2013).
Neither is the evidence consistent with the idea that religious priming effects are the
result of low-level associations or cultural knowledge that are generalized to
everyone regardless of religious socialization.
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ADDITIONAL MECHANISMS THAT GALVANIZE RELIGIOUS COOPERATION: EXTREME RITUALS,
SYNCHRONY, SELF-CONTROL, AND FICTIVE KINSHIP, AMONG OTHERS

In the logic of cultural evolution, multiple solutions to large-scale cooperation are
cobbled together in historical time. Therefore, it is likely that there are myriad other
mechanisms found in world religions (and their secular successors and competitors)
that converge with supernatural monitoring and have cooperative effects. These
mechanisms are not unique to religions, of course—the idea is that culturally
successful religions draw on these mechanisms to promote social solidarity. These
include participation in extreme rituals (Xygalatas et al., 2013); synchronous move-
ment and music, that is, collectively moving together in time (McNeill, 1995; Wilter-
muth & Heath, 2009); practices that cultivate self-control, which may in turn help
people suppress selfishness (McCullough & Willoughby, 2009); fictive kinship
(Nesse, 1999); and cultural practices that promote high fertility rates (Blume, 2009;
Kaufmann, 2010). There are likely many more that are open to investigation. Given the
limited space, here I highlight extreme rituals.

World religions, by virtue of encouraging prosociality in the group, commonly
create opportunities for participation in extreme rituals that build social solidarity.
Xygalatas et al. (2013) investigated the prosocial effects of participation in, and
witnessing of, the Kavadi, an extreme devotional ritual among Hindus in Mauritius
for Murugan, the Tamil war god. This ritual is practiced in the context of the
Thaipusam festival, and can range from the mild, such as shaving one’s head and
carrying a light load, to the extreme, such as days of fasting, piercing the flesh with
skewers, and walking on metal nails. The greater the pain experienced, the more
participants gave. Moreover, the act of witnessing this intense, pain-inducing set of
rituals increased anonymous donations to the temple as much as participating did.
This suggests that extreme ritual worship like the Kavadi is not only a commitment
device for the participants, it is also a credible display that is culturally contagious
(that is, a CRED).

RELIGIOUS COOPERATION IS SHAPED BY, AND CONTRIBUTES TO,
INTERGROUP CONFLICT AND DISTRUST

For all its virtues in binding strangers together, religious cooperation is likely born of
competition and conflict between groups. It follows that religious cooperation in turn
fuels the very conflicts—real or imagined—that are seen to threaten it. This dynamic
helps us understand and resolve the seeming paradox that religions with Big Gods are
both the handmaiden of cooperation within the group, and of conflict between groups
(Atran & Ginges, 2012).

INTERGROUP COMPETITION INTENSIFIES RELIGIOUS COOPERATION

Intergroup conflict, and particularly warfare, is a key driver of societal complexity
(Turchin, Currie, Turner, & Gavrilets, 2013). As competition between groups intensify,
and when other factors such as war technology and population size are similar, groups
that happen to have members who subordinate self-interest for group interests—that
is, groups that possess social solidarity—will tend to win out. When the whole
group wins out, the individuals in the group win out as well, which explains how
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self-sacrificial strategies that led to the group’s success spread in human populations
(Atran & Henrich, 2010). Moreover, these are the conditions that foster the evolution of
“parochial altruism,” or a suite of tendencies (whether genetic or cultural, or both, is
open to debate) that combine preferential self-sacrifice for the group with hostility
towards rival groups when the latter are seen to threaten one’s group. There are lively
debates about how important parochial altruism has been in human evolution (e.g.,
Bowles, 2008). But to the extent that it has been, religious cooperation might be a
paradigm example of it.

For example, in one recent global study spanning 97 sites, it was found that
threatened minority groups that have high levels of religious participation were
more likely to direct aggression towards majority groups than threatened minority
groups with low levels of religious participation, suggesting that the perception of
being under threat turns the solidarity-building potential of religion toxic and adds
fuel to intergroup conflict (Neuberg et al., 2014; see also Ginges, Hansen, & Nor-
enzayan, 2009). Not surprisingly, then, as religious cooperation went global, so did the
potential for religious conflict. Religious communities “cooperate in order to com-
pete,” and this imperative can be seen in quantitative analysis of the ethnographic and
the cross-cultural record. What causes what remains open to debate, but we do know
that the prevalence of intergroup conflict and warfare, resource-rich environments,
large group size, and religions with Big Gods are interrelated (e.g., Gelfand, Raver,
Nishii, Leslie, & Lun, 2011; Roes & Raymond, 2003).

IN AtHEISTS WE DISTRUST

Supernatural surveillance by Big Gods helped religions expand while sustaining social
solidarity within the group. Concern with supernatural surveillance also explains one of
the most persistent but hidden prejudices tied to religion: intolerance of atheists.*
Surveys consistently find that in the United States (Edgell, Gerteis, & Hartmann,
2006), as well as in other societies with religious majorities composing most of the
world (see Gervais & Norenzayan, 2013), atheists have one of the lowest social approval
ratings of any social group. Even enlightenment ideals of religious tolerance did not
spare atheists. “Those are not at all to be tolerated who deny the Being of a God,”
philosopher John Locke wrote in Letter Concerning Toleration. “Promises, Covenants, and
Oaths, which are the Bonds of Humane Society, can have no hold upon an Atheist.”

Intolerance of atheists is a puzzle. In societies with religious majorities, atheists are
not a visible, powerful, or even a coherent social group. There is no such thing as
atheist music, cuisine, or attire. Why wouldn’t believers simply ignore atheists? An
evolutionary approach to prejudice, combined with the psychology of supernatural
monitoring, helps demystify this prejudice. From an evolutionary psychology per-
spective, it makes little sense to treat prejudice as a one-dimensional construct (“like”
vs. “dislike” of different groups). To understand prejudice towards a specific group, it
helps to know what specific threat a group is perceived to pose, which in turn would
help identify the particular psychological response to the particular imagined or real
threat, such as the threat of violence triggering fear, and the threat of contamination
triggering disgust (Kurzban & Leary, 2001; Schaller & Neuberg, 2008). Research shows

* There is the related but distinct perceived threat to religious groups coming from within: “religious
hypocrites,” or individuals who profess religious faith but in fact do not really believe. For evolutionary
explanations, see Henrich, 2009; Norenzayan, 2013, Chapter 6; Schloss, 2008.
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that intolerance towards atheists is rooted in another perceived threat—that of free-
riding, triggering moral distrust (Gervais, Shariff, & Norenzayan, 2011).

This analysis further predicts when distrust of atheists among believers waxes and
wanes. If concerns about monitoring are fueling this distrust, and if exposure to
secular sources of monitoring can replace religious sources, then secular monitoring
should dilute believers” distrust of atheists. Both cross-cultural (Norenzayan &
Gervais, in press) and experimental findings (Gervais & Norenzayan, 2012b) support
this prediction. The simple act of reminding believers in Canada and the United States
(countries that have strong rule of law) of police effectiveness softens distrust of
atheists, but has no effect on prejudice towards other groups (Gervais & Norenzayan,
2012b). This also partly explains why, in places such as northern Europe, where people
can depend on the rule of law and have access to wide social safety nets that buffer
against life’s adversities, believers no longer see religion as necessary for moral
conduct (Zuckerman, 2008).

From Bic Gops To No Gobs

These same conditions have also initiated a key social transition in some parts of the
world, from religious to secular means of large-scale cooperation (Norris & Inglehart,
2004). The recent spread of secular institutions and traditions since the industrial
revolution—courts, policing authorities, and contract-enforcing cultural mecha-
nisms—has created conditions for large-scale cooperation without God. These insti-
tutions and mechanisms also offer an alternative source of psychological control that
relieves fears of randomness and chaos (Kay, Gaucher, Napier, Callan, & Laurin 2008).
Studies of cooperative behavior find that believers put their best foot forward when
they think God is monitoring their actions (Shariff et al., 2015). However, these
same studies show that awareness of human institutions that monitor anonymous
interactions and ensure the rule of law also encourage cooperation and trust (Shariff &
Norenzayan, 2007), in addition to rupturing religion’s link with perceived moral
conduct (Gervais & Norenzayan, 2012b).

If nonbelievers in the world were grouped together, their numbers would be in the
hundreds of millions, rivaling the size of major world religions (Zuckerman, 2007).
This process of secularization can be understood by combining the same insights that
help us explain the prosocial religions with Big Gods. Since religious belief is a joint
product of cognitive biases, core motivations, and cultural learning strategies,
these psychological pathways, if altered, jointly or in isolation, lead to disbelief
(Norenzayan & Gervais, 2013). These multiple interacting pathways occasionally
converge and reinforce each other, and when they do, secular societies, such as the
ones found in northern Europe, achieve a cultural equilibrium. These societies with
atheist majorities, some of the most cooperative, peaceful, and prosperous in the
world, have climbed religion’s ladder, and then kicked it away.

CONCLUSIONS AND IMPLICATIONS

This framework offers one approach at a theoretical synthesis in the evolutionary
study of religion. It also offers a possible answer as to why the term religion is a
slippery concept, eluding definition. Finally, I conclude with open questions and
future directions.
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TowARD A THEORETICAL SYNTHESIS IN THE EVOLUTIONARY STUDIES OF RELIGION

The theoretical framework presented here incorporates key elements of the two most
influential evolutionary approaches to religion to date—the by-product and adaptationist
approaches. Both approaches have made distinct and important contributions to the
evolutionary study of religion, and continue to generate empirical research. Yet, these
contributions have often remained theoretically disconnected, with opportunities for
synthesis open for exploration (for discussions that address this issue, see Bulbulia et al.,
2013; Purzycki, Haque, & Sosis, 2014; Schloss & Murray, 2011; Sosis, 2009).

The present framework aims to be one such synthesis (there could be others). It
builds directly on the insights gleaned from the cognitive by-product perspective. It
then grounds these insights within a framework that considers both genetic and
cultural inheritance, and explains both the recurrent features of religions as well as
their cultural and historical variability. In doing so, it also tackles additional phe-
nomena that deserve more attention than received.

One such phenomenon is faith or commitment to particular gods that are a key aspect of
life in cooperative religious communities. This is the “Zeus Problem” (Gervais &
Henrich, 2010), which asks how the same supernatural agent draws passionate com-
mitment in one historical period but is treated as fictional in another, even when the
content of the idea remains similar. Put another way, believers do not commit to any and
all cognitively plausible supernatural agents. They commit to a subset of them that are
backed up by credible displays, endorsed by prestigious leaders, and supported by most
people in the local community. If these cultural learning cues are altered, significant
shifts occur in the particular deities people are committed to.

Another key phenomenon that cognitive by-product approaches confront is the
growing body of empirical evidence showing that some elements of religion spread by
having cooperative effects. Baumard and Boyer (2013) attempt to explain world
religions as cultural reflections of evolved moral intuitions, such as proportionality
and fairness, and argue against the idea that some religions spread by having prosocial
effects. However, this “by-product only” account is incompatible with the experimental
evidence reviewed here that shows such prosocial effects, and the cross-cultural and
historical evidence that suggests powerful cultural selection for such religious groups at
the expense of rival ones. However, as the framework developed here illustrates, the
important insights gleaned from the cognitive by-product perspective can be retained,
while also explaining why some, but not most, cultural variants that arise as cognitive
by-products can have downstream cooperative effects (see Baumard & Boyer, 2014, and
Norenzayan, 2014, for a debate on these issues).

The current framework also speaks to a set of important phenomena that are
addressed by two distinct adaptationist theories of religion: costly signaling
approaches and the supernatural punishment hypothesis. Costly signaling
approaches argue that extravagant religious displays are the product of a naturally
selected genetic adaptation for life in cooperative groups that allows individuals to
reliably signal their degree of cooperation or their group commitment to solve the
free-rider problem (Bulbulia, 2004, 2008; Sosis & Alcorta, 2003). The current
framework recognizes and integrates insights from this approach in two ways.
First, it accounts for both the cultural contagion generated by these extravagant
displays and what they communicate to others about the actor’s commitment. In this
sense, CREDs and signals are compatible strategies and can be mutually reinforcing.
Second, by embedding signaling approaches within a cultural evolutionary
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framework (Henrich, 2009), we can explain why people might acquire religious
beliefs with varying degrees of commitment.

Another adaptationist account that has generated interest and has made important
contributions to the evolutionary study of religion is the supernatural punishment
hypothesis (SPH; e.g., Bering, 2011; Johnson, 2009). The SPH is an error-management
account (Johnson, Blumstein, Fowler, & Haselton, 2013) that argues that fear of
supernatural punishment is a naturally selected genetic adaptation targeting moral
self-constraint. By fearing supernatural punishment, people refrain from social defec-
tion and avoid the genetic fitness costs of being ostracized.

There are many similarities between the SPH and the cultural evolutionary-
cognitive by-product framework, and the two draw from some of the same body
of evidence. The two approaches make a range of empirical predictions that are
similar, and converge on the hypothesis that supernatural threats (the stick) are
stronger and more impactful than the supernatural rewards (the carrot). However,
there are also important theoretical differences that make somewhat different empiri-
cal claims, inviting new opportunities to further test and refine hypotheses about the
evolution of religion. Whereas in the cultural evolutionary account, supernatural
punishment beliefs were culturally selected by having effects on individuals and
cultural groups, the SPH argues that fear of punishing gods is an evolved mindguard
that curbs social defection (Johnson, 2009; Johnson & Bering, 2006; Schloss & Murray,
2011). I presented evidence that, consistent with the cultural evolutionary scenario
outlined here, in small-scale societies, and especially among foragers, the gods have
limited omniscience and moral concern, and they become more moralizing and
interventionist (not less) as societies become more anonymous (where the costs of
defection are arguably smaller than in small-scale societies). These hypothesized
observations are currently being investigated in greater detail. (For further discussion
and debate, see Norenzayan, 2013; Norenzayan, 2014; Schloss & Murray, 2011; and
associated commentaries, particularly Johnson, 2014.)

THE CULTURAL EvOLUTIONARY-COGNITIVE BY-PrRODUCT FRAMEWORK
CAN EXPLAIN THE SLIPPERINESS OF THE CONSTRUCT “RELIGION”

The reader might have noticed that in this chapter, I avoided the issue of defining the
construct “religion.” This was a deliberate move, and now that the theoretical
framework has been fleshed out, we are in a position to pay this issue its due.
Scholars who study religion do not agree on a definition, or even if the term constitutes
a coherent category of beliefs or behaviors (Clarke & Byrne, 1993; Stausberg, 2010). In
the evolutionary study of religion, there is less concern about definitions. Scientists
pick out certain aspects of the construct and operationalize it, but whether the
construct lends itself to clear semantic boundaries is actively debated (Bulbulia
et al.,, 2013). In the cultural evolutionary-cognitive by-product framework outlined
here, this is to be expected; the religious bundle is a predictable but statistical pattern,
rather than a concept with necessary or sufficient features. There is therefore no
expectation of a single overarching definition of religion or clear semantic boundaries
across cultural and historical contexts. The suite of traits that gets labeled “religion,”
while containing recurrent elements, culturally mutates, taking different shapes in
different groups and at different historical times (Bulbulia et al., 2013; Norenzayan,
2013; for a similar but distinct account, see Taves, 2009).



862 CULTURE AND COORDINATION

OPEN QUESTIONS AND FUTURE DIRECTIONS

Despite significant advances in the evolutionary study of religion, there are many
unknowns and open questions. Where and how did the spread of world religions
coincide with the unleashing of large-scale cooperation? How did these belief-ritual
complexes take shape and diffuse across continents? There is little systematic explo-
ration of how believers around the world (and throughout history) mentally represent
their deities (see, for example, Purzycki, 2013), and how these mental representations
are implicated in human psychology. Are supernatural beliefs in Buddhism and
Hinduism, notions such as karma and fate (Obeyesekere, 2002), acting as deterrent
mechanisms similar to some core beliefs found in the Abrahamic faiths, notions such
as hell and divine wrath? Which forms of rituals are felt to be efficacious, and why
(Legare & Souza, 2012)? There are also many open psychological questions regarding
religious disbelief. How do children come to adopt belief in supernatural agents, and
how is it that they come to maintain faith in some but not others? Are there implicit
theistic intuitions, such as dualism, reincarnation, and fate, even among self-declared
atheists (e.g., Bering, 2011)? On a theoretical level, the evolutionary study of religion is
in the midst of a vibrant period with fecundity of hypotheses and perspectives that are
breaking disciplinary boundaries, generating new findings, and consolidating seem-
ingly disparate facts and theoretical perspectives in an increasingly unifying frame-
work. While research is ongoing and there are many debates, we are beginning to see
the forest for the trees, as evolutionary science tackles religion—one of the most far-
reaching and enduring aspects of human minds and cultures.
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CHAPTER 36

The False Allure of
Group Selection

STEVEN PINKER

sometimes make sacrifices that benefit their groups. Does this mean that the

human brain has been shaped by natural selection to promote the welfare of
the group in competition with other groups, even when it damages the welfare of the
person and his or her kin? If so, does the theory of natural selection have to be
revamped to designate “groups” as units of selection, analogous to the role played in
the theory by genes?

Several scientists whom I greatly respect have said so in prominent places. And
they have gone on to use the theory of group selection to make eye-opening claims
about the human condition." They have claimed that human morality, particularly
our willingness to engage in acts of altruism, can be explained as an adaptation to
group-against-group competition. As E. O. Wilson explains, “selfish individuals beat
altruistic individuals, while groups of altruists beat groups of selfish individuals”
(Wilson, 2012, p. 243). They have proposed that group selection can explain the
mystery of religion, because a shared belief in supernatural beings can foster group
cohesion. They suggest that evolution has equipped humans to solve tragedies of the
commons (also known as collective action dilemmas and public goods games), in
which actions that benefit the individual may harm the community; familiar
examples include overfishing, highway congestion, tax evasion, and carbon emis-
sions. And they have drawn normative moral and political conclusions from these
scientific beliefs, such as that we should recognize the wisdom behind conservative
values like religiosity, patriotism, and puritanism, and that we should valorize a
communitarian loyalty and sacrifice for the good of the group over an every-man-
for-himself individualism.

I I UMAN BEINGS LIVE in groups, are affected by the fortunes of their groups, and

! Examples include Bowles and Gintis (2011); Haidt (2012); Henrich (2004); Richerson, Boyd, and Henrich
(2003); Traulsen and Nowak (2006); D. S. Wilson and Wilson (2008); and E. O. Wilson (2012).
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I am often asked whether I agree with the new group selectionists, and the
questioners are always surprised when I say I do not. After all, group selection
sounds like a reasonable extension of evolutionary theory and a plausible explanation
of the social nature of humans. Also, the group selectionists tend to declare victory,
and write as if their theory has already superseded a narrow, reductionist dogma that
selection acts only at the level of genes. In this essay, I explain why I think that this
reasonableness is an illusion. The more carefully you think about group selection, the
less sense it makes, and the more poorly it fits the facts of human psychology and
history.

Why does this matter? I'll try to show that it has everything to do with our best
scientific understanding of the evolution of life and the evolution of human nature.
And though I won't take up the various moral and political colorings of the debate
here (I have discussed them elsewhere), it ultimately matters for understanding how
best to deal with the collective action problems facing our species.

The first big problem with group selection is that the term itself sows so much
confusion. People invoke it to refer to many distinct phenomena, so casual users may
literally not know what they are talking about. I have seen “group selection” used as a
loose synonym for the evolution of organisms that live in groups, and for any
competition among groups, such as human warfare. Sometimes the term is needlessly
used to refer to an individual trait that happens to be shared by the members of a
group; as the evolutionary biologist George Williams noted, “a fleet herd of deer” is
really just a herd of fleet deer. And sometimes the term is used as a way of redescribing
the conventional gene-level theory of natural selection in different words: Subsets of
genetically related or reciprocally cooperating individuals are dubbed “groups,” and
changes in the frequencies of their genes over time is dubbed “group selection.”” To
use the term in these senses is positively confusing, and writers would be better off
referring to whichever phenomenon they have in mind.

In this chapter I concentrate on the sense of “group selection” as a version of natural
selection that acts on groups in the same way that it acts on individual organisms,
namely, to maximize their inclusive fitness (alternatively, that acts on groups in the
same way it acts on genes, namely, to increase the number of copies that appear in the
next generation; I treat these formulations as equivalent). Modern advocates of group
selection don’t deny that selection acts on individual organisms; they only wish to add
that it acts on higher-level aggregates, particularly groups of organisms, as well. For
this reason, the theory is often called “multilevel selection” rather than “group
selection.” This all sounds admirably ecumenical and nonreductionist, but my argu-
ments also apply to multilevel selection. I don’t think it makes sense to conceive of
groups of organisms (in particular, human societies) as sitting at the top of a fractal
hierarchy with genes at the bottom, with natural selection applying to each level in
parallel ways.

First, I examine the idea that group selection is a viable explanation of the traits of
human groups such as tribes, religions, cultures, and nations. Then I turn to group
selection as an explanation of the traits of individual humans, that is, the intuitions and
emotions that make it possible for people to learn their culture and coexist in societies.
(No one denies that such faculties exist.) Finally, I examine the empirical phenomena
that have been claimed to show that group selection is necessary to explain human
altruism.

2 See West, Griffin, and Gardner (2007, 2008) for extensive discussion.
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GROUP SELECTION AS AN EXPLANATION OF
THE TRAITS OF GROUPS

Natural selection is a special explanatory concept in the sciences, worthy, in my view,
of Daniel Dennett’s designation as “the single best idea that anyone ever had.” That’s
because it explains one of the greatest mysteries in science, the illusion of design in the
natural world. The core of natural selection is that when replicators arise and make
copies of themselves, (a) their numbers will tend, under ideal conditions, to increase
exponentially; (b) they will necessarily compete for finite resources; (c) some will
undergo random copying errors (“random” in the sense that they do not anticipate
their effects in the current environment); and (d) whichever copying errors happen to
increase the rate of replication will accumulate in a lineage and predominate in the
population. After many generations of replication, the replicators will show the
appearance of design for effective replication, while in reality they have just accumu-
lated the copying errors that had successful replication as their effect.

What's satisfying about the theory is that it is so mechanistic. The copying errors
(mutations) are random (more accurately, blind to their effects). The outcome of interest
is the number of copies in a finite population. The surprising outcome is a product of the
cumulative effects of many generations of replication. If the copying errors were not
random (that is, if Lamarck had been correct that changes in an organism arise in
response to a felt need, or if creationists were right that a superior intelligence directed
mutations to be beneficial to the organism), then natural selection would be otiose—the
design could come from the mutation stage. If the outcome of interest were not the
number of copies in a finite population, but some human-centered criterion of success
(power, preeminence, influence, beauty), then natural selection would not be mecha-
nistic: The dynamics of change in the population could not be mathematically
computed from its prior state. And if it took place in a single generation, then natural
selection would be banal, since it would add nothing to ordinary physical cause and
effect. When a river erodes the soft rock layers on its bed and leaves behind the harder
layers, or when the more volatile compounds in petroleum evaporate faster than the
less volatile ones, one hardly needs to invoke the theory of natural selection. One can
just say that some things are stronger, or longer-lasting, or more stable than others.
Only when selection operates over multiple generations of replication, yielding a
cumulative result that was not obvious from cause and effect applying to a single
event, does the concept of natural selection add anything.

The theory of natural selection applies most readily to genes because they have the
right stuff to drive selection, namely making high-fidelity copies of themselves.
Granted, it’s often convenient to speak about selection at the level of individuals,
because it’s the fate of individuals (and their kin) in the world of cause and effect that
determines the fate of their genes. Nonetheless, it’s the genes themselves that are
replicated over generations and are thus the targets of selection and the ultimate
beneficiaries of adaptations. Sexually reproducing organisms don't literally replicate
themselves, because their offspring are not clones but rather composites of themselves
and their mates. Nor can any organism, sexual or asexual, pass onto its offspring the
traits it has acquired in its lifetime. Individual bodies are simply not passed down
through the generations the way that genes are. As Stephen Jay Gould put it, “You
can’t take it with you, in this sense above all.”

Now, no one “owns” the concept of natural selection, nor can anyone police the use
of the term. But its explanatory power, it seems to me, is so distinctive and important



870 CULTURE AND COORDINATION

that it should not be diluted by metaphorical, poetic, fuzzy, or allusive extensions that
only serve to obscure how profound the genuine version of the mechanism really is.

To be sure, some extensions of natural selection to replicators other than genes are
rigorous and illuminating, because they preserve the essential features of replicator
dynamics. Examples include bits of code in genetic algorithms, the analogs of genes in
artificial-life simulations, and, if the physicist Lee Smolin is correct, the laws and
constants of entire universes.

But other extensions are so poetical that they shed no light on the phenomenon and
only obscure the real power of natural selection. There’s no end to the possibilities for
pointlessly redescribing ordinary cause-and-effect sequences using the verbiage of
natural selection. Cities have more old buildings made of stone than of wood because
of the process of edifice selection. Cars today are equipped with steel-belted radials
because they outcompeted polyester-belted tires in a process of tire selection. Touch-
tone phones have prevailed over dial phones because of their competitive advantages
in telephone selection. And so on. Sure, some things last longer or do better in
competition than others because they have traits that help them last longer or compete
more effectively. But unless the traits arose from multiple iterations of copying of
random errors in a finite pool of replicators, the theory of natural selection adds
nothing to ordinary cause and effect.

What about groups? Natural selection could legitimately apply to groups if they
met certain conditions: The groups made copies of themselves by budding or
fissioning; the descendant groups faithfully reproduced traits of the parent group
(which cannot be reduced to the traits of their individual members), except for
mutations that were blind to their costs and benefits to the group; and groups
competed with one another for representation in a meta-population of groups. But
everyone agrees that this is not what happens in so-called group selection. In every case I've
seen, the three components that make natural selection so indispensable are absent.

1. The criterion of success is not the number of copies in a finite population (in this
case, the meta-population of groups), but some analogue of success like size,
influence, wealth, power, longevity, territory, or preeminence. An example
would be the “success” of monotheistic religions. No one claims that monothe-
istic religions are more fission-prone than polytheistic ones, and that as a
consequence there are numerically more monotheistic belief systems among
the thousands found on earth. Rather, the “success” consists of monotheistic
religions having more people, territory, wealth, might, and influence. These are
impressive to a human observer, but they are not what selection, literally
interpreted, brings about.

2. The mutations are not random. Conquerors, leaders, elites, visionaries, social
entrepreneurs, and other innovators use their highly nonrandom brains to figure
out tactics and institutions and norms and beliefs that are intelligently designed
in response to a felt need (for example, to get their group to predominate over
their rivals).

3. The “success” applies to the entity itself, not to an entity at the end of a chain of
descendants. It was the Roman Empire that took over most of the ancient world,
not a group that splintered off from a group that splintered off from a group that
splintered off from the Roman Empire, each baby Roman Empire very much like
the parent Roman Empire except for a few random alterations, and the branch of
progeny empires eventually outnumbering the others.
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On top of these differences, most of the groupwide traits that group selectionists try
to explain are cultural rather than genetic. The trait does not arise from some gene
whose effects propagate upward to affect the group as a whole, such as a genetic
tendency of individuals to disperse that leads the group to have a widespread
geographic distribution, or an ability of individuals to withstand stressful environ-
ments that leads the species to survive mass extinction events. Instead, they are traits
that are propagated culturally, such as religious beliefs, social norms, and forms of
political organization. Modern group selectionists are often explicit that it is cultural
traits they are talking about, or even that they are agnostic about whether the traits
they are referring to are genetic or cultural.

What all this means is that so-called group selection, as it is invoked by many of its
advocates, is not a precise implementation of the theory of natural selection, as it is,
say, in genetic algorithms or artificial-life simulations. Instead it is a loose metaphor,
more like the struggle among kinds of tires or telephones. For this reason the term
“group selection” adds little to what we have always called “history.” Sure, some
cultures have what it takes to become more populous or powerful or widespread,
including expansionist ideologies, proselytizing offensives, effective military strate-
gies, lethal weaponry, stable government, social capital, the rule of law, and norms of
tribal loyalty. But what does “natural selection” add to the historian’s commonplace
that some groups have traits that cause them to grow more populous, or wealthier, or
more powerful, or to conquer more territory than others?

GROUP SELECTION AS AN EXPLANATION OF
THE TRAITS OF INDIVIDUALS

Let’s now turn to the traits of individuals. Is group selection necessary to explain the
evolution of psychological traits adapted to group living, such as tribalism, bravery,
self-sacrifice, xenophobia, religion, empathy, and moralistic emotions? This section
looks at theory, the next one at psychological and historical data.

The reproductive success of humans undoubtedly depends in part on the fate of
their groups. If a group is annihilated, all the people in it, together with their genes, are
annihilated. If a group acquires territory or food or mates, the windfall will benefit
some or all of its members. But recall the fleet herd of deer and the herd of fleet deer. If
a person has innate traits that encourage him to contribute to the group’s welfare and
as a result contribute to his own welfare, group selection is unnecessary; individual
selection in the context of group living is adequate. Individual human traits evolved in
an environment that includes other humans, just as they evolved in environments that
include day-night cycles, predators, pathogens, and fruiting trees.

Some mathematical models of group selection are really just individual selection in
the context of groups.” The modeler arbitrarily stipulates that the dividend in fitness
that accrues to the individual from the fate of the group does not count as “individual
fitness.” But the tradeoff between “benefiting the self thanks to benefiting the group”
and “benefiting the self at the expense of the rest of the group” is just one of many
tradeoffs that go into gene-level selection. Others include reproductive versus somatic
effort, mating versus parenting, and present versus future offspring. There’s no need

3 Again, see West, Griffin, and Gardner (2007, 2008) for examples.
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to complicate the theory of natural selection with a new “level of selection” in every
case.

It's only when humans display traits that are disadvantageous to themselves while
benefiting their group that group selection might have something to add. And this
brings us to the familiar problem that led most evolutionary biologists to reject the idea
of group selection in the 1960s.* Except in the theoretically possible but empirically
unlikely circumstance in which groups bud off new groups faster than their members
have babies, any genetic tendency to risk life and limb that results in a net decrease in
individual inclusive fitness will be relentlessly selected against. A new mutation with
this effect would not come to predominate in the population, and even if it did, it
would be driven out by any immigrant or mutant that favored itself at the expense of
the group.

Let’s take the concrete example of collective aggression. Often the benefits to the self
and to the group may coincide. A warrior may scare off a party of attackers and save
the lives of his fellow villagers together with the lives of himself and his family. In
other cases, the benefits may diverge: The warrior may stay at the rear or sneak off to
the side and let everyone else fight. In still others, the outcome may be uncertain, but
because selection works on probabilities, he may play the odds, say, taking a 1-in-10
chance of getting killed in a raid that promises a 1-in-2 chance of abducting a few extra
wives. We should expect selection to favor traits that maximize the individual’s
expected reproductive output, given these tradeoffs.

What we don’t expect to see is the evolution of an innate tendency among
individuals to predictably sacrifice their expected interests for the interests of the
group—to cheerfully volunteer to serve as a galley slave, a human shield, or cannon
fodder. Take the extreme case of a gene that impelled a person to launch a suicide
attack that allowed his group to prevail over an enemy. That is hardly a gene that
could be selected! (I'll put aside for now the potential benefits to the suicide warrior’s
kin.) What could evolve, instead, is a tendency to manipulate others to become suicide
attackers, and more generally, to promulgate norms of morality and self-sacrifice that
one intends to apply in full force to everyone in the group but oneself. If one is the
unlucky victim of such manipulation or coercion by others, there’s no need to call it
altruism and search for an evolutionary explanation, any more than we need to
explain the “altruism” of a prey animal who benefits a predator by blundering into its
sights.

Thus we have a nice set of competing empirical predictions for any examples of
group-benefiting self-sacrifice we do observe in humans. If humans were selected to
benefit their groups at the expense of themselves, then self-sacrificial acts should be
deliberate, spontaneous, and uncompensated, just like other adaptations such as
libido, a sweet tooth, or parental love. But if humans were selected to benefit
themselves and their kin in the context of group living (perhaps, but not necessarily,
by also benefiting their groups), then any guaranteed self-sacrifice should be a product
of manipulation by others, such as enslavement, conscription, external incentives, or
psychological manipulation.

To be sure, if we go back to group selection as an explanation of group traits,
particularly cultural ones, then it’s easy to see how a group that successfully coerced or
manipulated a renewable supply of its own members to launch suicide attacks might
expand relative to other groups. But that would have nothing to do with its members’

4 Williams (1966) is the classic reference; see also Dawkins (1976/1989).
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inherited psychology, in this case, their willingness to sacrifice themselves without
manipulation. The same is true for less extreme sacrifices.

DO HUMANS IN FACT HAVE ADAPTATIONS THAT BENEFIT
THE GROUP AT THE EXPENSE OF THE SELF?

The recent surge of interest in group selection has been motivated by two empirical
phenomena. One is eusociality in insect taxa such as bees, ants, and termites, whose
worker or soldier castes forgo their own reproduction and may sacrifice their lives to
benefit their fellows, as when a bee dies when stinging an invader. E. O. Wilson
notes that a self-sacrificing insect benefits the colony, and concludes that eusociality
must be explained by selection among colonies. But most other biologists point out
that the sacrificer benefits the queen (her sister or mother), who founds a new colony
when she reproduces, so the simplest explanation of eusociality is that the genes
promoting self-sacrifice were selected because they benefited copies of themselves
inside the queen.” The same is true for other collectives of genetic relatives in which
only a select few reproduce, such as the individuals making up a colonial organism
and the cells making up a body.

The other phenomenon is the existence of altruism and self-sacrifice among
humans, such as martyrdom in warfare, costly punishment of free-riders, and
generosity toward strangers. Group selectionists often analogize self-sacrifice among
humans to eusociality in insects, and explain both by group selection. In The Social
Congquest of Earth, a book whose title alludes to the evolutionary success of humans and
social insects, Wilson writes (2012, p. 56): “An unavoidable and perpetual war exists
between honor, virtue, and duty, the products of group selection, on one side, and
selfishness, cowardice, and hypocrisy, the products of individual selection, on the
other side.” In The Righteous Mind (2012, p. xxii), Jonathan Haidt agrees, explaining the
evolution of moral intuitions such as deference to authority, loyalty to community,
and conformity to social norms by proposing that “Humans are 90 percent chimp and
10 percent bee.”

Many questionable claims are packed into the clustering of inherent virtue, human
moral intuitions, group-benefiting self-sacrifice, and the theory of group selection. One
is the normative moral theory in which virtue is equated with sacrifices that benefit
one’s own group in competition with other groups. If that’s what virtue consisted of,
then fascism would be the ultimate virtuous ideology, and a commitment to human
rights the ultimate form of selfishness. Of course, that is not what Wilson meant; he
apparently wanted to contrast individual selfishness with something more altruistic,
and wrote as if the only alternative to benefiting oneself is contributing to the
competitive advantage of one’s group. But the dichotomy ignores another possibility:
that an individual can be virtuous by benefiting other individuals (in principle, all
humans, or even all sentient creatures), whether or not he enhances the competitive
prowess of the group to which he belongs.

Another problem with the bundling of human altruism, insect eusociality, and
group selection is that insect eusociality itself is not, according to most biologists other
than Wilson, explicable by group selection. But let’s provisionally grant one part of the

5 See Abbot et al. (2011); Boomsma et al. (2011); Herre and Wcislo (2011); Nowak, Tarnita, and Wilson
(2010); and Strassmann, Page, Robinson, and Seeley (2011).
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association for the sake of the empirical tests. The gene-centered explanation of
eusociality depends on the relatedness of sterile workers and soldiers to a small
number of queens who are capable of passing along their genes, and of course that
reproductive system is absent from human groups. Nonetheless, according to this
argument, humans are like bees in contributing to the welfare of their community.
Since the gene-centered theory of insect eusociality cannot apply to humans, perhaps it
is unnecessary to explain bees either. In that case, the most parsimonious theory would
explain both human altruism and insect eusociality with group selection.

So for the time being, we can ask, Is human psychology really similar to the
psychology of bees? When a bee suicidally stings an invader, presumably she does so
as a primary motive, as natural as feeding on nectar or seeking a comfortable
temperature. But do humans instinctively volunteer to blow themselves up or advance
into machine-gun fire, as they would if they had been selected with group-beneficial
adaptations? My reading of the study of cooperation by psychologists and anthro-
pologists, and of the study of group competition by historians and political scientists,
suggest that in fact human are nothing like bees.

The huge literature on the evolution of cooperation in humans has done quite well
by applying the two gene-level explanations for altruism from evolutionary biology,
nepotism and reciprocity, each with a few twists entailed by the complexity of human
cognition.

Nepotistic altruism in humans consists of feelings of warmth, solidarity, and
tolerance toward those who are likely to be one’s kin. It evolved because any genes
that encouraged such feelings toward genetic relatives would be benefiting copies of
themselves inside those relatives. (This does not, contrary to a common understand-
ing, mean that people love their relatives because of an unconscious desire to
perpetuate their genes.) A vast amount of human altruism can be explained in this
way. Compared to the way people treat nonrelatives, they are far more likely to feed
their relatives, nurture them, do them favors, live near them, take risks to protect them,
avoid hurting them, back away from fights with them, donate organs to them, and
leave them inheritances.’

The cognitive twist is that the recognition of kin among humans depends on
environmental cues that other humans can manipulate.” Thus people are also altruistic
toward their adoptive relatives, and toward a variety of fictive kin such as brothers in
arms, fraternities and sororities, occupational and religious brotherhoods, crime fami-
lies, fatherlands, and mother countries. These faux-families may be created by meta-
phors, simulacra of family experiences, myths of common descent or common flesh,
and other illusions of kinship. None of this wasteful ritualizing and mythologizing
would be necessary if “the group” were an elementary cognitive intuition that triggered
instinctive loyalty. Instead, that loyalty is instinctively triggered by those with whom
we are likely to share genes, and extended to others through various manipulations.

The other classic form of altruism is reciprocity: initiating and maintaining relation-
ships in which two agents trade favors, each benefiting the other as long as each
protects himself from being exploited. Once again, a vast amount of human coopera-
tion is elegantly explained by this theory.® People are “nice,” both in the everyday
sense and the technical sense from game theory, in that they willingly confer a large

6 See Gaulin and McBurney (2003) and Lieberman, Tooby, and Cosmides (2007).
7 See Daly, Salmon, and Wilson (1997); Fiske (1991); and Lieberman et al. (2007).
8 See Cosmides and Tooby (1992) and McCullough (2008) for reviews.
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benefit to a stranger at a small cost to themselves, because that has some probability of
initiating a mutually beneficial long-term relationship. (It's a common misunder-
standing that reciprocal altruists never help anyone unless they are soliciting or
returning a favor; the theory in fact predicts that they will sympathize with the needy.)
People recognize other individuals and remember how they have treated and been
treated by them. They feel gratitude to those who have helped them, anger to those
who have exploited them, and contrition to those whom they have exploited if they
depend on them for future cooperation.

One cognitive twist on this formula is that humans are language-using creatures
who need not discriminate reciprocators from exploiters only by direct personal
experience, but can also ask around and find out their reputation for reciprocating
with or exploiting others. This in turn creates incentives to establish and exaggerate
one’s reputation (a feature of human psychology that has been extensively docu-
mented by social psychologists), and to attempt to see through such exaggerations in
others.” And one way to credibly establish one’s reputation as an altruist in the
probing eyes of skeptics to be an altruist, that is, to commit oneself to altruism (and,
indirectly, its potential returns in the long run, at the expense of personal sacrifices in
the short run).'® A third twist is that reciprocity, like nepotism, is driven not by
infallible knowledge but by probabilistic cues. This means that people may extend
favors to other people with whom they will never in fact interact with again, as long as
the situation is representative of ones in which they may interact with them again."!
Because of these twists, it’s a fallacy to think that the theory of reciprocal altruism
implies that generosity is a sham, and that people are nice to one another only when
each one cynically calculates what’s in it for him.

Group selection, in contrast, fails to predict that human altruism should be driven
by moralistic emotions and reputation management, since these may benefit indi-
viduals who inflate their reputations relative to their actual contributions and thus
subtract from the welfare of the group. Nor is there any reason to believe that ants,
bees, or termites have moralistic emotions such as sympathy, anger, and gratitude, or
a motive to monitor the reputations of other bees or manage their own reputations.
Group welfare would seem to work according to the rule “From each according to his
ability, to each according to his need.” Ironically, Wilson himself, before he came out
as a group selectionist, rejected the idea that human altruism could be explained by
going to the ants, and delivered this verdict on the Marxist maxim: “Wonderful theory;
wrong species” (Getlin, 1994). Haidt, too, until recently was content to explain the
moral emotions with standard theories of nepotistic and reciprocal altruism.'?

The only empirical phenomenon that has been directly adduced as support for
group selection is a set of experimental games in which people seem to sacrifice their
interests for those of a group.'® In a laboratory version of a Public Goods game,
participants are allocated a sum of money and invited to contribute as much as they
want to a communal pot, which is then multiplied by the experimenter and divided
evenly among them. The optimum strategy for the group is for everyone to contribute
the maximum; the optimum strategy for the individual is to be a free-rider and stint on

9 See Kurzban (2011) and Trivers (2011).

10 See Frank (1988).

1 Delton, Krasnow, Tooby, and Cosmides (2011).
12 Haidt (2002).

13 Fehr and Géchter (2002).
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his public contribution, thereby enjoying both the group dividend and his private
stash. In a typical experiment with repeated rounds of play, free riding takes over and
the public contribution dwindles to zero.

A natural conclusion is that this shows that humans are not a group-selected
adaptation that capitalizes on opportunities to make sacrifices for the common good.
But oddly enough, this research has been interpreted as evidence for group selection,
because of the outcome of one variant of the procedure. When people are given an
opportunity to punish free-riders by levying a fine on them, then free riding decreases
and everyone’s profit increases—no surprise there. The surprise is that people will
sometimes punish free-riders even if they have to pay for the privilege, and are
assured by the experimenters that everyone is anonymous and no one will meet up
with their partners again. Since the punishment is costly, and cannot even be rewarded
by a reputation for civic-mindedness, it has been described as “altruistic,” and has
been touted as evidence for group-selected self-sacrifice.

It seems hard to believe that a small effect in one condition of a somewhat contrived
psychology experiment would be sufficient reason to revise the modern theory of
evolution, and indeed there is no reason to believe it. Subsequent experiments
have shown that most of the behavior in these and similar games can be explained
by an expectation of reciprocity or a concern with reputation.'* People punish those
that are most likely to exploit them, choose to interact with partners who are least
likely to free ride, and cooperate and punish more, and free ride less, when their
reputations are on the line. Any residue of pure altruism can be explained by the
assumption that people’s cooperative intuitions have been shaped in a world in which
neither anonymity nor one-shot encounters can be guaranteed. Consider, too, that in
real societies the punishment of free-riders need not be costly to the punisher. An
individual or small group can cheaply injure a social parasite or sabotage his
possessions, and they can be rewarded for their troubles in gratitude, esteem, or
resources. After all, police, judges, and jailers don’t work for nothing.

Finally, let’s turn to the role of altruism in the history of group-against-group
conflict. Many group selectionists assume that human armed conflict has been a
crucible for the evolution of self-sacrifice, like those in insect soldier castes. They write
as if suicide missions, kamikaze attacks, charges into the jaws of death, and other kinds
of voluntary martyrdom have long been the norm in human conflict. My reading of
the history of organized violence is that this is very far from the case.

In tribal warfare among nonstate societies, men do not regularly take on high-lethal
risks for the good of the group. Their pitched battles are noisy spectacles with few
casualties, while the real combat is done in sneaky raids and ambushes in which the
attackers assume the minimum risks to themselves.'”> When attacks do involve lethal
risks, men are apt to desert, stay in the rear, and find excuses to avoid fighting, unless
they are mercilessly shamed or physically punished for such cowardice (see, for
example, the recent meticulous study of Turkana warfare by Sarah Mathew and
Robert Boyd).'®

What about early states? States and empires are the epitome of large-scale coor-
dinated behavior and are often touted as examples of naturally selected groups. Yet
the first complex states depended not on spontaneous cooperation but on brutal

4 Delton, Krasnow, Tooby, and Cosmides (2011); Krasnow, Cosmides, Pedersen, and Tooby (2012); Price (2012).
15

Gat (2006).
16 Mathew and Boyd (2011).
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coercion. They regularly engaged in slavery, human sacrifice, sadistic punishments for
victimless crimes, despotic leadership in which kings and emperors could kill with
impunity, and the accumulation of large harems, with the mathematical necessity that
large number of men were deprived of wives and families.'”

Nor has competition among modern states been an impetus for altruistic coopera-
tion. Until the Military Revolution of the 16th century, European states tended to fill
their armies with marauding thugs, pardoned criminals, and paid mercenaries, while
Islamic states often had military slave castes.'® The historically recent phenomenon of
standing national armies was made possible by the ability of increasingly bureaucra-
tized governments to impose conscription, indoctrination, and brutal discipline on
their powerless young men. Even in historical instances in which men enthusiastically
volunteered for military service (as they did in World War I), they were usually
victims of positive illusions that led them to expect a quick victory and a low risk of
dying in combat."” Once the illusion of quick victory was shattered, the soldiers were
ordered into battle by callous commanders and goaded on by “file closers” (soldiers
ordered to shoot any comrade who failed to advance) and by the threat of execution
for desertion, carried out by the thousands. In no way did they act like soldier ants,
willingly marching off to doom for the benefit of the group.

To be sure, the annals of war contain tales of true heroism—the proverbial soldier
falling on the live grenade to save his brothers in arms. But note the metaphor. Studies
of the mindset of soldierly duty shows that the psychology is one of fictive kinship and
reciprocal obligation within a small coalition of individual men, far more than loyalty
to the superordinate group they are nominally fighting for. The writer William
Manchester, reminiscing about his service as a Marine in World War II, wrote of
his platoonmates, “Those men on the line were my family, my home. . . . They had
never let me down, and I couldn’t do it to them. . . . Men, I now knew, do not fight for
flag or country, for the Marine Corps or glory of any other abstraction. They fight for
one another” (Thayer, 2004, p. 183).

What about the ultimate in individual sacrifice, suicide attacks? Military history
would have unfolded very differently if this were a readily available tactic, and studies
of contemporary suicide terrorists have shown that special circumstances have to be
engineered to entice men into it. Scott Atran, Larry Sugiyama, Valerie Hudson, Jessica
Stern, and Bradley Thayer have documented that suicide terrorists are generally
recruited from the ranks of men with poor reproductive prospects, and they are
attracted and egged on by some combination of peer pressure, kinship illusions,
material and reputational incentives to blood relatives, and indoctrination into the
theory of eternal rewards in an afterlife (the proverbial 72 virgins).* These manipu-
lations are necessary to overcome a strong inclination not to commit suicide for the
benefit of the group.

The historical importance of compensation, coercion, and indoctrination in group-
against-group competition should not come as a surprise, because the very idea that
group combat selects for individual altruism deserves a closer look. Wilson’s dictum
that groups of altruistic individuals beat groups of selfish individuals is true only if
one classifies slaves, serfs, conscripts, and mercenaries as “altruistic.” It's more

17 Betzig (1986); Otterbein (2004).

18 Gat (2006); Levy, Walker, and Edwards (2001).

19 Johnson (2004).

20 Atran (2003); Blackwell and Sugiyama (2008); Thayer and Hudson (2010).



878 CULTURE AND COORDINATION

accurate to say that groups of individuals that are organized beat groups of selfish
individuals. And effective organization for group conflict is more likely to consist of
more powerful individuals incentivizing and manipulating the rest of their groups
than of spontaneous individual self-sacrifice.

And once again, it won’t work to switch levels and say that group selection is really
acting on the norms and institutions of successful states. The problem is that this adds
nothing to the conventional historian’s account in which societies with large tax bases,
strong governments, seductive ideologies, and effective military forces expanded at
the expense of their neighbors. That’s just ordinary causation, enabled by the fruits of
human ingenuity, experience, and communication. The truly Darwinian mechanisms
of high-fidelity replication, blind mutation, differential contribution of descendants to
a population, and iteration over multiple generations have no convincing analogue.

A SUMMARY OF THE TROUBLE WITH GROUP SELECTION

The idea of group selection has a superficial appeal because humans are indisputably
adapted to group living and because some groups are indisputably larger, longer-
lived, and more influential than others. This makes it easy to conclude that properties
of human groups, or properties of the human mind, have been shaped by a process
that is akin to natural selection acting on genes. Despite this allure, I have argued that
the concept of group selection has no useful role to play in psychology or social
science. It refers to too many things, most of which are not alternatives to the theory of
gene-level selection but loose allusions to the importance of groups in human
evolution. And when the concept is made more precise, it is torn by a dilemma. If
it is meant to explain the cultural traits of successful groups, it adds nothing to
conventional history and makes no precise use of the actual mechanism of natural
selection. But if it is meant to explain the psychology of individuals, particularly an
inclination for unconditional self-sacrifice to benefit a group of nonrelatives, it is
dubious both in theory (since it is hard to see how it could evolve given the built-in
advantage of protecting the self and one’s kin) and in practice (since there is no
evidence that humans have such a trait).

None of this prevents us from seeking to understand the evolution of social and
moral intuitions, nor the dynamics of populations and networks that turn individual
psychology into large-scale societal and historical phenomena. It’s just that the notion
of “group selection” is far more likely to confuse than to enlighten—especially as we
try to understand the ideas and institutions that human cognition has devised to make
up for the shortcomings of our evolved adaptations to group living. I offer a simple
solution: Stop using the term “group selection” as a loose synonym for the evolution of
group living, group competition, group norms, group practices, social networks,
culture, selflessness, kindness, empathy, altruism, morality, clannishness, tribalism, or
coalitional aggression.
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PART VII

INTERFACES WITH
TRADITIONAL
PSYCHOLOGY

DISCIPLINES

DAVID M. BUSS

such as cognitive, social, developmental, personality, and clinical. Evolutionary

psychology, in many ways, dissolves these subdisciplinary boundaries. The
topics of this Handbook are largely organized around adaptive problems and evolved
psychological solutions. As a consequence, each of the traditional subdisciplines in the
field of psychology has relevance to many psychological adaptations. Consider, for
example, the evolved fear of snakes. This adaptation has an underlying cognitive
(information-processing) architecture, emerges at a predictable point in development,
is susceptible to social input through observing the fear reactions of others, shows
stable individual differences, and can become dysfunctional or pathological. Exam-
ined through the lens of evolutionary psychology, the subdisciplinary boundaries of
mainstream psychology appear somewhat arbitrary, and do not cleave nature at its
natural joints.

Nonetheless, since most psychologists are trained within the coalitional guilds and
conceptual frameworks of these traditional subdisciplines, it is useful to see how
evolutionary psychologists can approach the main questions and problems of these
subdisciplines. What can evolutionary psychology offer to these disciplines as they are
traditionally conceived? What new insights can be brought to bear on them? The
chapters in this section address these questions.

Peter Todd, Ralph Hertwig, and Urlich Hoffrage (Chapter 37) provide a fascinating
evolutionary psychological analysis of the field of cognitive psychology. They show
how fresh insights into traditional topics—attention, information representation,
memory, forgetting, inference, judgment, heuristics, biases, and decision making—
can be informed by evolutionary analysis. Reciprocally, they show how advances in
cognitive psychology greatly aid evolutionary analyses. Todd, Hertwig, and Hoffrage

THE FIELD OF psychology historically has been organized around subdisciplines,
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provide compelling arguments that benefits of the merger flow both ways, since
traditional cognitive psychology also has much to offer evolutionary psychology.

David Bjorklund, Carlos Blasi, and Bruce Ellis provide a chapter on evolutionary
developmental psychology (Chapter 38). They offer important insights that challenge
some traditional assumptions in developmental psychology. For example, one tradi-
tional assumption has been that psychological features in childhood are merely
preparations for the fully functioning adult form. They argue persuasively that,
instead, some adaptations are designed for specific stages of development and are
appropriately functional at those times, rather than serving merely as way stations to
the development of the adult form. They consider how evolutionary analysis of many
topics central to developmental psychology—topics such as theory of mind, children’s
intuitive mathematics, and social behaviors such as children’s aggression and domi-
nance hierarchies—can lead to fresh insights that have been entirely missed by the
traditional conceptual frameworks that have guided developmental psychology.

Douglas Kenrick, Jon Maner, and Norman Li also argue persuasively for reciprocal
benefits, this time flowing from evolutionary psychology to social psychology, and
from social psychology to evolutionary psychology (Chapter 39). They propose
that the traditional social psychological emphasis on situation specificity is highly
compatible with evolutionary psychological approaches that emphasize domain
specificity. They suggest that social psychologists can gain by adding ultimate
explanations to their traditional proximate explanations. Finally, Kenrick, Maner,
and Li provide an attractive taxonomy of social adaptive problems that could serve as
a powerful organizing framework for social psychology.

Aurelio José Figueredo, Michael Woodley, and W. Jake Jacobs (Chapter 40) provide
an exciting chapter on evolutionary personality psychology, with a special focus on
what has been called “The General Factor of Personality.” They focus on an area that
tends to be relatively neglected by evolutionary psychologists—stable individual
differences. Figueredo and colleagues review empirical evidence, both from human
and nonhuman animal studies, which supports the contention that individual differ-
ences in personality have been subjected to natural selection, sexual selection, and
frequency-dependent selection. They then evaluate a hierarchical model of life history
strategy. It is an important chapter, and one that augers well for a greater conceptual
integration of individual differences within an evolutionary psychological framework
that emphasizes species-typical psychological mechanisms.

Martie Haselton, Daniel Nettle, and Damian Murray present theory and empirical
research on the evolution of cognitive biases in social interaction (Chapter 41). As such,
their chapter elegantly links two traditional disciplines that historically have been
separate—cognitive psychology and social psychology. They provide sound argu-
ments that certain social cognitive biases are in fact designed and functional, resulting
in better solutions to adaptive problems than cognitive mechanisms that “accurately”
detected social signals. They call for an evolutionary reformulation of the entire
“heuristics and biases” literature, which typically casts humans as making illogical
and unfounded errors. This new line of work has already led to the discovery of new
cognitive biases and offers much promise for the future discovery of additional
adaptive biases. It also may lead to the detumescence of decades of work that has
cast humans as fundamentally irrational and hopelessly muddled in their judgment
and decision making.

Jerome Wakefield provides a penetrating analysis of the concepts of function and
dysfunction, which should form the foundation for the field of evolutionary clinical
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psychology (Chapter 42). He argues that clinical psychology historically has lacked a
coherent definition of disorder. Instead, the field has relied on intuitive, conflicting,
and usually fuzzy notions of disorder and dysfunction. Evolutionary psychology
provides clarification. Wakefield cogently argues that the only sensible definition of
disorder requires the failure of a designed function. It follows that we need to know the
designed function of psychological mechanisms as a prerequisite to understanding
when they fail to function as designed. Wakefield also exposes several fallacies in
arguments that mental disorders are naturally selected conditions, and draws impli-
cations for the DSM classification system of disorders. It is somewhat astonishing to
realize that clinical psychology has proceeded for decades without a clear definition of
mental disorder. Wakefield’s chapter fills the needed lacuna.

In the final chapter in this section (Chapter 43), Randolph Nesse provides a broad
analysis of evolutionary psychology and mental health, identifying eight contribu-
tions of an evolutionary analysis: It explains why humans are vulnerable to mental
disorders, offers a functional understanding of behavior, fosters a deeper and more
empathic understanding of individuals, explains how relationships work, provides a
way to think clearly about developmental influences, provides a functional approach
to emotions and their regulation, provides a foundation for a scientific diagnostic
system, and provides a framework for considering how multiple causal factors can
explain why some people get mental disorders while others do not. Nesse’s compel-
ling chapter should be required reading of everyone in clinical psychology.

Taken together, the chapters in this section provide a set of conceptual tools for
evolutionizing each of the major subdisciplines within psychology. To the extent that
the subdisciplines retain their inertial institutional boundaries, these chapters are
invaluable. Ultimately, however, they may also contribute to the eventual demise
of the traditional boundaries and pave the way for a unification of the field of

psychology.






CHAPTER 37

Evolutionary Cognitive Psychology

PETER M. TODD, RALPH HERTWIG, and ULRICH HOFFRAGE

INTRODUCTION: SELECTIVE PRESSURES ON
COGNITIVE MECHANISMS

anisms underlying human thought and behavior, is problematic from an

evolutionary viewpoint: Humans were not directly selected to process infor-
mation, nor to store it, learn it, attend to it, represent it—nor even, in fact, to think. All
of these capacities, the core topics of cognitive psychology, can be seen as by-products
arising over the course of the evolution of solutions to the central challenges, survival
and reproduction. Moreover, while the subgoals of those two main goals—finding
food, maintaining body temperature, selecting a mate, negotiating status hierarchies,
forming cooperative alliances, fending off predators and conspecific competitors,
raising offspring, and so on—relied on gathering and processing information, meeting
the challenges of each of these domains would have been possible only by in each case
gathering specific pieces of information and processing it in specific ways. This
suggests that to best study the faculties of memory, or attention, or reasoning, one
should take a goal- and domain-specific approach that focuses on the use of each
faculty for a particular evolved function, just the approach exemplified by the other
chapters in this handbook.

Cognitive psychology’s traditional approach, however, is domain general or
domain agnostic, as if cognitive capacities arose in a void and orthogonal to any
environment-specific selective pressures. Nonetheless, we believe that even while
taking the traditional domain-agnostic approach to studying the mind, cognitive
psychology can still benefit from as well as contribute to an evolutionary perspective
on thinking and reasoning. This is because in addition to the selective pressures
shaping domain-specific mechanisms, there are also a number of important selective
forces operating across domains more widely, such as those arising from the costs of
decision time and information search. Much as our separate physiological systems
have all been shaped by a common force for energy-processing efficiency, individual
psychological information-processing systems may all have been shaped by various
common pressures for information-processing efficiencies. These broad pressures can

T I TRADITIONAL COGNITIVE PSYCHOLOGY, the study of the information-processing mech-
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in turn lead to common design features in many cognitive systems, such as decision
mechanisms that make choices swiftly based on little information.

In this chapter, we show how a set of broad forces operating on multiple domains
can impact the design of specific cognitive systems. In particular, we first discuss how
the costs of gathering information, and of using too much information, can be reduced
by decision mechanisms that rely on very limited information—or even a lack of
information—to come to their choices. Next, we explore how the pressures to use
small amounts of appropriate information may have produced particular patterns of
forgetting in long-term memory and particular limits of capacity in short-term
memory. Finally, we show how selection for being able to think about past sets of
events can help explain why different representations of the same information, for
instance samples versus probabilities, can produce widely varying responses.
Throughout, we focus on three topics of central interest to cognitive psycholo-
gists—decision making, memory, and representations of information. But at the
same time, we also lay out three main theses that will be less familiar to those taking
a traditional view of cognition as computation unfettered by external, environmental
considerations: First, simple decision mechanisms can work well by fitting environ-
mental structures; second, limited memory systems can have adaptive benefits; and
third, experience-based representations of information can enhance decision making.
Thus, while we ignore many of the topics typically covered in cognitive psychology,
we aim to sketch out some existing questions that we think an evolution-savvy
cognitive psychology should explore. (For other views of evolutionary cognitive
psychology and consideration of further issues such as individual differences, see
Kenrick et al., 2009; Kenrick, Sadalla, & Keefe, 1998.)

DECISION MAKING: PUTTING INFORMATION TO USE

We begin by considering decision mechanisms, which process perceived and stored
information into choices leading to action. Because decision processes stand close to
behavioral actions, they are also close to the particular functionally organized selective
forces operating on behavior. Thus, decision mechanisms may have been strongly
affected by individual selective forces to become domain specific, in contrast to more
general-purpose perceptual systems. Nonetheless, there are also broad selection
pressures operating across domains that, we propose, have shaped a wide range
of decision mechanisms in similar directions. Foremost is selection for making an
appropriate decision in the given domain. This does not mean making the best
possible decision, but rather one that is good enough (a “satisficing” choice, as
Herbert Simon, 1955, put it), and on average better than those of one’s competitors,
given the costs and benefits involved. Good-enough decisions depend on information,
and the specific requirements of the functional problem along with the specific
structure of the relevant environment will determine what information is most useful
(e.g., valid for making adaptive choices) and most readily obtained.

But gathering information also has costs and is subject to selection pressures (Todd,
2001), which cognitive psychologists studying the adaptive nature of inference should
attend to. First, there is the cost of obtaining the information itself, in time or energy
that could be better spent on other activities. Such costs can arise in both external
information search in the environment and internal search in memory (Broder, 2012).
Second, there is the cost of actually making worse decisions if too much information is
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taken into consideration. Because nobody ever faces exactly the same situation twice,
decision makers must generalize from past experience to new situations. Yet, as a
consequence of the uncertain nature of the world, some of the features of earlier
situations will be noise, irrelevant to the new decision. Thus, by considering too much
information, one is likely to add noise to the decision process, and to overfit when
generalizing to new circumstances—that is, to make worse decisions than if less
information had been considered (Gigerenzer & Brighton, 2009; Martignon & Hof-
frage, 2002).

Thus, there seem to be two selective pressures shaping decision making in opposite
directions: the need to make good choices and the need to use little information. But
this apparent accuracy/effort tradeoff can be sidestepped: Many environments are
structured such that little information suffices for making good-enough choices, and
decision mechanisms that operate in a “fast and frugal” manner can outperform those
that seek to process all available information (Gigerenzer, Todd, & the ABC Research
Group, 1999; Payne, Bettman, & Johnson, 1993). When these simple heuristics are used
in particular environments with a stable information structure that they can exploit,
they lead to what has been termed “ecological rationality,” emphasizing the important
match between mental and social and physical environmental structures in a way that
fits closely with an evolutionary perspective (Hertwig, Hoffrage, & the ABC Research
Group, 2013; Todd & Gigerenzer, 2007; Todd, Gigerenzer, & the ABC Research Group,
2012). We now briefly survey some of the types of decision heuristics in the mind’s
“adaptive toolbox” (Todd, 2000) that flourish at the intersection of these selective
forces.

DEecisioN MakKING UsING RECOGNITION AND IGNORANCE

Minimal information use can come about by basing decisions on a lack of knowledge,
capitalizing on one’s own ignorance as a reflection of the structure of the environment.
If there is a choice between multiple alternatives along some criterion, such as which of
a set of fruits is good to eat, and if only one of the alternatives is recognized and the
others are unknown, then an individual can employ the “recognition heuristic”:
Choose the recognized option over the unrecognized ones (D. G. Goldstein &
Gigerenzer, 1999, 2002). Following this simple heuristic will be adaptive and ecolog-
ically rational, yielding good choices more often than would random choice in
particular types of environments—specifically, in those where exposure to options
is positively correlated with their ranking along the decision criterion being used.
Thus, in our food choice example, the recognition heuristic will be beneficial because
those things that we do not recognize in our environment are often inedible; humans
have done a reasonable job of discovering and incorporating edible fruits into our diet.
(See Pachur, Todd, Gigerenzer, Schooler, & Goldstein, 2012, for analysis of environ-
ments in which recognition will lead to adaptive decisions.)

DecisioN MAKING UsING FEw Cues

When the options to be selected among are all known, the recognition heuristic can no
longer be applied, and further cues must be consulted. The traditional approach to
rational decision making stipulates that all of the available information should be
collected, weighted properly, and combined before choosing. A more frugal approach
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is to use a stopping rule that terminates the search for information as soon as enough
has been gathered to make a decision. In the most parsimonious version, “one-reason
decision making” heuristics (Gigerenzer & Goldstein, 1996, 1999) stop looking for cues
as soon as the first one is found that differentiates between the options being
considered. Among the many possible one-reason decision heuristics, take-the-best
searches for cues in the order of their ecological validity (proportion of correct
decisions). Take-the-last looks for cues in the order determined by their past decisive-
ness, so that the cue that was used for the most recent previous decision is checked first
during the next decision. The minimalist heuristic lacks both memory and knowledge
of cue validities and simply selects randomly among those cues currently available.

Heuristics employing this type of one-reason decision making can successfully
meet the selective demands of accuracy and little information use simultaneously in
appropriately matched environments. For instance, take-the-best is ecologically ratio-
nal in environments comprising cues that have a noncompensatory, or roughly expo-
nentially decreasing, distribution of the importance of cues. By letting the world do
some of the work, these heuristics can be simpler and more robust (resistant to
overfitting). A similar analysis within the world of linear models was undertaken by
Dawes and Corrigan (1974), who pointed out that simplicity and robustness can be
two sides of the same coin: Simply ignoring much of the available information means
ignoring much irrelevant information, which can consequently increase the robustness
of decisions when generalizing to new situations (see also Gigerenzer & Brighton,
2009, for a theoretical account of how cognitive systems can achieve robustness
through appropriate simplifying “biases”)."

Moreover, people appear to learn to apply these fast and frugal heuristics that use
minimal information in environments that have the appropriate cue structure (Rie-
skamp & Otto, 2006), and where information is costly or time-consuming to acquire
(Broder, 2012; Newell & Shanks, 2003; Rieskamp & Hoffrage, 1999). Socially and
culturally influenced decision making can also be based on a single reason through
imitation (e.g., in food choice or mate choice copying), norm following, and employing
protected values (e.g., moral codes that admit no compromise, such as never taking an
action that results in human death—see Tanner & Medin, 2004). And when a single
cue does not suffice to determine a unique choice, people still often strive to use little
information, for instance via an elimination heuristic (Tversky, 1972) that uses as few
cues as needed to eliminate all but one option from consideration (again in food choice,
mate choice, or habitat choice).

DEcisioN MAKING WITH A SEQUENCE OF OPTIONS

When choice options are not available simultaneously, but rather appear sequentially
over an extended period or spatial region, different types of decision mechanisms are
needed. In cases where a single option is to be chosen, there must be a stopping rule for
ending the search for alternatives themselves. For instance, long-term mate choice
requires making a selection from a stream of potential candidates met at different
points in time, based on some amount of information gathered about each one (Saad,

1 Relatedly, Chater (1999; Chater & Vitanyi, 2003) has proposed that minds are themselves designed to seek
the simplest possible explanation of the environmental structure they encounter, another general principle
that applies across multiple cognitive domains, including perception, language processing, and higher-level
cognition.
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Eba, & Sejean, 2009). Classic economic search theory suggests that one should look for
a new mate (or anything) until the costs of further search outweigh the benefits that
could be gained by leaving the current candidate. But in practice, performing a
rational cost-benefit analysis is typically difficult and expensive in terms of the
information needed (as well as making a bad impression on a would-be partner).
Instead, a “satisficing” heuristic, as conceived by Simon (1955, 1990), can be adaptive:
Set an aspiration level for the selection criterion being used, and search for alternatives
until one is found that exceeds that level. In mutual mate choice, for example,
aspiration levels can be set by upward adjustment after successful interactions on
the mating market and downward adjustment after failures (Beckage, Todd, Penke, &
Asendorpf, 2009; G. F. Miller & Todd, 1998; Todd & Miller, 1999).

In other settings, the individual aims to gain benefits from a succession of chosen
options and must decide how long to spend exploiting each option before leaving
and exploring for a new option. The best-known instance of this kind of exploitation/
exploration tradeoff is foraging for food, deciding when to leave a resource patch that
has been depleted. Here, simple patch-leaving heuristics can trigger renewed
exploration when the time since the last resource item found in the current patch
grows too long (e.g., Wilke, Hutchinson, Todd, & Czienskowski, 2009). But these
search mechanisms may also have been exapted from their food-domain origins for
use in other domains, including the search for information (Hills, 2006; Todd, Hills, &
Robbins, 2012). Thus, people appear to employ patch-leaving rules that achieve near-
optimal performance both when searching for information among patches of web
pages online (Pirolli, 2007) and when searching for concepts in memory (Hills,
Jones, & Todd, 2012), in ways that are similar to searches for resources distributed
spatially.

EcoLoagicaL RATIONALITY AND EVOLVED DECISION MECHANISMS

The heuristics described above, by ignoring much of the available information and
processing what they do consider in simple ways, typically do not meet the
standards of classical rationality, such as full information use and complete combi-
nation of probabilities and utilities. Furthermore, heuristics may produce outcomes
that do not always follow rules of logical consistency. For instance, take-the-best and
the priority heuristic can systematically produce intransitivities among sets of three
or more choices (Brandstétter, Gigerenzer & Hertwig, 2006; Gigerenzer & Goldstein,
1996). However, when used in appropriately structured environments, whether
ancestral or current, these mechanisms can be ecologically rational, meeting the
selective demands of making adaptive choices (on average) with limited informa-
tion and time.

Furthermore, different environment structures can be exploited by—and hence call
for—different heuristics. But matching heuristics to environment structure does not
mean that every new environment or problem demands a new heuristic: The
simplicity of these mechanisms implies that they can often be used in multiple,
similarly structured domains with just a change in the information they employ.
Thus, an evolution-oriented cognitive psychologist should explore both the range of
(possibly domain-general) simple decision mechanisms appropriate to a particular
adaptive problem, and the domain-specific cues in the environment that will allow
those mechanisms to solve that problem effectively.
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MEMORY: RETRIEVING AND FORGETTING INFORMATION

The information that decisions are based on can be accessed immediately from the
external environment, or from past experience stored internally in some form of
memory. Beginning with Ebbinghaus (1885/1964), cognitive psychologists usually
focus on three aspects of human memory—its capacity, its accuracy, and its structure
(e.g., Koriat, Goldsmith, & Pansky, 2000; Tulving & Craik, 2000)—but pay little
attention to how it has been shaped by selective pressures, those costs and benefits
arising through its use for particular functions in particular environments. Recently,
however, researchers have begun to investigate the relationship between the design of
memory systems and how they meet their adaptive functions. In this section, we
describe some of the trends toward putting evolutionary thinking into the study of
memory.

Memory has “evolved to supply useful, timely information to the organism’s
decision-making systems” (Klein, Cosmides, Tooby, & Chance, 2002, p. 306). The
evolution of memory to serve this function has occurred in the context of a variety of
costs, which also shape the design of particular memory systems. Dukas (1999)
articulated a wide range of costs of memory, including (a) maintaining an item
once it has been added to long-term memory, (b) keeping it in an adaptable form
that enables future updating, (c) growing and feeding the brain tissue needed to store
the information, and (d) silencing irrelevant information. But taking into consideration
the demands of decision mechanisms outlined earlier, the two main selective pres-
sures acting on memory systems (particularly long-term memory) appear to be, first,
to produce quickly the most useful stored information, and second, not to produce too
much information.

These pressures, like the ones we focused on for decision mechanisms, are broad
and general—applying to memory systems no matter what domains they deal with.
One way to meet these pressures would be to store in the first place just that
information that will be useful later. Having limited memory capacity can work to
restrict initial storage in this way, as we will see later with regard to short-term
memory. In the case of long-term memory, Landauer (1986) estimated that a mature
person has “a functional learned memory content of around a billion bits” (p. 491).
This is much less than the data storage capacity of a single hour-long music CD,
suggesting that we are indeed storing very little of the raw flow of information that we
experience. On the other hand, most of what little we do remember is nonetheless
irrelevant to any given decision, so our memory systems must still be designed to
retrieve what is appropriate, and not more. How can this be achieved? One way is
through the very process that at first glance seems like a failure of the operation of
memory: forgetting.

LoNG-TERM MEMORY: FORGETTING CURVES AND STATISTICAL
PRrROPERTIES OF INFORMATION USE

Anderson (1990) put forward an approach he called the rational analysis of behavior
as a method for understanding psychological mechanisms in terms of their functions
or goals—equivalent to Marr’s (1982) computational level of analysis, and also the
level at which evolutionary psychology should be focused (Cosmides & Tooby, 1987).
Having in mind a view of evolution as constrained local optimization (or hill
climbing), Anderson set out to assess the explanatory power of the principle that
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“the cognitive system operates at all times to optimize the adaptation of the behavior
of the organism” (1990, p. 28). Anderson and Milson (1989) took this approach to
propose that memory should be viewed as an optimizing information retrieval system
with a database of stored items from which a subset is returned in response to a query
(such as a list of key terms). A system of this sort can make two kinds of errors: It can
fail to retrieve the desired piece of information (e.g., failing to recall the location of
one’s car), thus not meeting the pressure of usefulness. But if the system tried to
minimize such errors by simply retrieving everything, it would commit the opposite
error: producing irrelevant pieces of information (and thus not meeting the pressure of
parsimony), with the concomitant cost of further examining and rejecting what is not
useful. To balance these two errors, Anderson and Milson propose, the memory
system can use statistics extracted from past experience to predict which memories are
likely to be needed soon, and keep those readily retrievable. Consequently, memory
performance should reflect the patterns with which environmental stimuli have
appeared and will reappear in the environment.

This argument can be illustrated with the famous forgetting curve, first described
by Ebbinghaus (1885/1964): Memory performance declines (forgetting increases) with
time (or intervening events) rapidly at first and then more slowly as time goes on,
characterizable as a power function (Wixted, 1990; Wixted & Ebbesen, 1991, 1997).
Combining this prevalent forgetting function with Anderson’s rational analysis
framework yields the following prediction: To the extent that memory has evolved
in response to environmental regularities, the fact that memory performance falls as a
function of retention interval implies that the probability of encountering a particular
environmental stimulus (e.g., a word) also declines as a power function of how long it
has been since it was last encountered. Anderson and Schooler (1991, 2000) analyzed
real-world data sets to find out whether the environmental regularities match those
observed in human memory. One of their data sets, for example, consisted of words in
the headlines of the New York Times for a 730-day period, and they assumed that
reading a word (e.g., “Qaddafi”) represents a query to the human memory database
with the goal of retrieving its meaning.

At any point in time, memories vary in how likely they are to be needed. According
to the rational analysis framework, the memory system attempts to optimize the
information-retrieval process by making available those memories that are most likely
to be useful. How does it do that? It does so by extrapolating from the past history of
use to the probability that a memory is currently be needed—the need probability of a
particular memory trace. Specifically, Anderson (1990) suggested that memories are
considered in order of their need probabilities, and if the need probability of a memory
record falls below a certain threshold, it will not be retrieved. Consistent with their
view that environmental regularities are reflected in human memory, Anderson and
Schooler (1991) found that the probability of a word occurring in a headline of the New
York Times at any given time is a function of its past frequency and recency of
occurrence. In other words, the demand for a particular piece of information to be
retrieved drops the less frequently it occurred in the past and the greater the period of
time that has passed since its last use. This regularity parallels the general form of
forgetting that has so often been observed since the days of Ebbinghaus. From this
parallel, Anderson and Schooler concluded that human memory is a highly functional
system insofar as it systematically renders pieces of information less accessible when
they have not been used for a while. This functionality operates across domains as a
response to broad selection pressures for maintaining quick access to information
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likely to be useful in upcoming situations (and conversely not maintaining access to
information less likely to be needed).

THE FuncTiONS OF FORGETTING

William James, in the Principles of Psychology (1890), argued that “in the practical use of
our intellect, forgetting is as important a function as recollecting” (p. 679). Contem-
porary psychologists have begun to specify some of the following particular adaptive
functions of forgetting.

Uncluttering the Mind Bjork and Bjork (1996) argued that forgetting is critical to
prevent out-of-date information—say, old passwords or where we parked the car
yesterday—from interfering with the recall of currently needed information. In their
view, the mechanism that erases out-of-date information is retrieval inhibition:
Information that is rendered irrelevant becomes less retrievable (see also Schacter,
2001).

Boosting Decision Performance Forgetting may also boost the performance of decision
heuristics that exploit partial ignorance, such as the recognition heuristic described
earlier. Ignorance can come from not learning about portions of the environment in the
first place, or from later forgetting about some earlier encounters. To examine whether
human recognition memory forgets at an appropriate rate to promote the use of the
recognition heuristic and its close relative, the fluency heuristic (Hertwig, Herzog,
Schooler, & Reimer, 2008), Schooler and Hertwig (2005) implemented these heuristics
within an existing cognitive architecture framework, ACT-R (Anderson & Lebiere,
1998), built on the rational analysis of memory mentioned earlier; specifically, ACT-R
learns by strengthening memory records associated with, for instance, the names of
foodstuffs, habitats, or people based on the frequency and recency with which they
were encountered in the environment. In Schooler and Hertwig’s simulations, both
heuristics benefited from (a medium amount of) forgetting, suggesting that another
beneficial consequence of forgetting is to foster the performance of heuristics that
exploit (partial) ignorance.

Strategic Information Blockage Could forgetting parts of one’s autobiography—in
particular, traumatic experiences—also be adaptive? Betrayal trauma theory (Freyd,
1996; Freyd & Birrell, 2013) suggests that the function of amnesia for childhood abuse
is to protect the child from the knowledge that a key caregiver may be the sexual
perpetrator. In situations involving treacherous acts by a person depended on for
survival, a “cognitive information blockage” (Sivers, Schooler, & Freyd, 2002, p. 177)
may occur that results in an isolation of knowledge of the event from awareness.
Betrayal trauma theory yields specific predictions about the factors that will make this
type of forgetting most probable—for instance, it predicts that amnesia will be more
likely the more dependent the victim is on the perpetrator (e.g., parental vs. non-
parental abuse). While controversial (see DePrince & Freyd, 2004; McNally, Clancy, &
Schacter, 2001, and Sivers et al., 2002), the theory illustrates how domain-specific
forgetting may have unique adaptive functions.
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SHORT-TERM MEMORY: FUNCTIONAL EXPLANATION OF ITS BOUNDS

Another key component of memory posited within traditional cognitive architectures
is short-term memory (Atkinson & Shiffrin, 1968). This temporary memory store
appears quite limited: The classic estimate of its capacity is seven plus or minus two
chunks of information (G. A. Miller, 1956), and more recent estimates make it even
smaller (Cowan, 2001). Given the traditional view that more information is better,
many cognitive psychologists have asked, why is short-term memory so small?

Perhaps the best-studied evolutionarily informed answer to this question denies the
premise that bigger is better. Kareev (1995a, 1995b, 2000; Kareev, Lieberman, & Lev,
1997) argued that limited memory capacity can enhance adaptively important infer-
ences of causality by fostering the early detection of covariation between two variables
in the environment (e.g., do these tracks mean a predator is nearby?). To the extent that
the degree of covariation is derived from the information in one’s working (short-
term) memory, there will be an upper bound on the size of the information sample that
can be considered at one time. Taking Miller’s estimate as a starting point, Kareev
suggested that using samples of around seven observations of the co-occurrence (or
lack thereof) of two events increases the chances for detecting a correlation between
them, compared to using a greater number of observations (and assuming that the
population correlation is not zero). Specifically, looking at small randomly drawn data
samples increases the likelihood of encountering a sample that indicates a stronger
correlation than that of the whole population (the reason for this lies in the skewedness
of the sampling distribution of correlation coefficients, based on small samples of
observations). Thus, a limited working memory can function as an amplifier of
correlations, allowing those present in the population to be detected swiftly. This
enhanced ability to detect contingencies seems particularly important in domains in
which the benefits of discovering a causal connection outweigh the costs of false alarms,
which also increase in number with smaller sample sizes (a point highlighted by
Juslin & Olsson, 2005—but see Fiedler & Kareev, 2006, and Kareev, 2005, for further
considerations). Such domains may be characterized by situations in which missing
potential threats would be extremely costly (cf. Haselton & Nettle, 2006).

Of course, overreliance on small samples will exact a price in terms of systematic
misperceptions of the world—but the important thing to ask from an evolutionary
cognitive psychology perspective is how large that price is compared to the potential
benefits accruing to their use. Kareev’s analysis can be taken as a challenge to the
premise that the more veridical the mental representations of the world, the better
adapted the organism; instead, these results support the idea that systematically
inaccurate mental models of the world (models with a “bias”—Gigerenzer & Brighton,
2009) can confer functional benefits to organisms whose aim is not to explain the world
but to survive and reproduce in it. Other proposals for a functional benefit of limited
short-term memory include Hertwig and Pleskac’s (2010) related demonstration that
small samples amplify the difference between the expected earnings associated with
the payoff distributions (e.g., food patches), thus making the options more distinct and
facilitating choice, along with MacGregor’s (1987) theoretical argument that memory
limitations can speed up information retrieval. These and other combinations of a
functionalist view with a cost-benefit analysis of particular memory mechanisms, as
often employed in evolutionary cognitive ecology (Dukas, 1998), can move us closer to
a thorough understanding of the workings of human memory.
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REPRESENTATION OF INFORMATION: MODERN PRACTICES
MEET EVOLUTIONARY CONSTRAINTS

In the previous section, we discussed memory from an evolutionary point of view. But
why do we have memory at all? Why should we be able to recall representations of the
past? After all, changes in behavior could arise through learning even without the
ability to remember independently any aspects of the events that we learned from.
Being able to store and retrieve information about what happened in the past,
however, lets us process that information further in the light of new information
and experience. It also allows us to communicate the information to others (as well as
to ourselves at later points in time) and combine it with information from them in turn.
Ultimately, recalled information from the past enables us to form expectations about
the future which can guide behavior in the present.”

Internal memories, our focus in the previous section, are not the only innovation
over the course of evolution for representing past events. Paintings of animals in
Pleistocene caves, for instance, demonstrate one step in the development of represen-
tations that have been used to externalize internal states—here, memories of what the
early artists had previously experienced outside the cave. During the evolution of
culture, such external representations were complemented by symbols that became
standardized and gradually reached greater and greater levels of abstraction (such as
alphabets and number systems—Schmandt-Besserat, 1996). As a consequence, the
sources of information that could be used as a basis for judgments and decisions have
increased over the course of human evolution, from individual experiences (a source
that we share with even the lowest animals), through reports from family or group
members (a source that social animals have, and that humans have in greatly
developed form, including across generations), to modern statistics (a source that
has been added only very recently during our cultural evolution). Does it make a
difference, in terms of individual decision making, what form the information takes as
a consequence of its source? Adopting an evolutionary point of view, one would
hypothesize that the answer is “yes,” because our cognitive systems have been
exposed to different forms and sources of information for different amounts of
time. In particular, forms that have been created during our most recent cultural
development may pose a bigger challenge to our information-processing capacities
than those to which the human species had much more time to adapt, as the next two
examples demonstrate.

Decisions FrRoMm ExPERIENCE VERsUs DEcisioNs FRoM DESCRIPTION

Much of decision making can be understood as an act of weighing the costs against the
benefits of the uncertain consequences of our choices. Take the decision of whether to
engage in short-term mating: Although casual sex has obvious evolutionary benefits
(e.g., Trivers, 1972), it can cause one to contract a sexually transmitted disease or suffer
violence at the hands of a jealous partner (Buss, 2004). Each of these consequences is
uncertain, and choosing to have casual sex is thus like rolling a die, each side of which
represents one or more possible consequences of that choice.

% See Freyd (1983, 1990) for a theory of how pressures for shareability of information between and within
individuals can, in conjunction with pressures from natural selection on cognitive systems, shape the
representations of information that we use.
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The metaphor of life as a gamble (see W. M. Goldstein & Weber, 1997) has exerted a
powerful influence on research on behavioral decision making, giving rise, for example,
to the ubiquitous use of monetary lotteries in laboratory experiments. Studies that
employ such lotteries typically provide respondents with a symbolic—usually written—
description of the options, for example:

A: Get $4 with probability .8, or B: Get $3 for sure.
$0 with probability .2

The most prominent descriptive theory of how people decide between such lotteries
is prospect theory (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992). One of its
central assumptions is this: Relative to the stated probabilities with which an outcome
can be expected to occur (e.g., .8 and .2 in option A above), people make choices as if
small-probability events receive more weight than they deserve and as if large-
probability events receive less weight than they deserve. This assumption can explain
why, for instance, most people are inclined to choose lottery B over A above, though A
has the higher expected value: The rare outcome in A, receiving $0, receives more
weight than it deserves, reducing the perceived value of A.

But are choices between options like A and B representative of the gambles that life
presents us? Hertwig, Barron, Weber, and Erev (2004) argue that we rarely have
complete knowledge of the possible outcomes of our actions and their probabilities.
When deciding whether to have a one-night stand, for instance, we do not make a
decision from description, consulting a written list of the possible conseq